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Abstract—We analyze a MISO downlink channel where a
multi-antenna transmitter communicates with a large number of
single-antenna receivers. Using linear beamforming or nonlinear
precoding techniques, the transmitter can serve multiple users
simultaneously during each transmission slot. However, increas-
ing the number of users, i.e., the multiplexing gain, reduces
the beamforming gain, which means that the average of the
individual data rates decreases and their variance increases. We
use stochastic network calculus to analyze the queueing delay
that occurs due to the time-varying data rates. Our results show
that the optimal number of users, i.e., the optimal trade-off
between multiplexing gain and beamforming gain, depends on
incoming data traffic and its delay requirements.

Index Terms—Multiple-input multiple-output (MIMO), mul-
tiuser diversity, zero-forcing beamforming (ZFBF), dirty paper
coding (DPC), stochastic network calculus

I. INTRODUCTION

The capacity of wireless communication systems can be
significantly increased when both the transmitter and the
receiver are equipped with multiple antennas. Interestingly,
similar capacity gains can also be achieved when a multi-
antenna transmitter communicates simultaneously with mul-
tiple receivers that have only a single antenna each. In order
to achieve the capacity of such a multi-user multiple-input
single-output (MU-MISO) downlink channel, the transmitter
must employ nonlinear precoding techniques like dirty pa-
per coding (DPC) [1]. However, linear precoding techniques
are sufficient to achieve a large fraction of the capacity.
A commonly used linear precoding scheme is zero-forcing
beamforming (ZFBF), which projects the signal intended for
a user into a subspace that is orthogonal to the channels of
the other users. A transmitter with M antennas can use ZFBF
to send K ≤ M different data streams to K users at a time.
Increasing K increases the multiplexing gain, but it decreases
the beamforming gain due to a reduced dimensionality of the
subspaces that are orthogonal to the other users. Thus, when
K becomes equal to M , the linear growth in capacity is lost
[2]. Previous works, e.g. [3], have studied the optimal number
of scheduled users K, i.e., the optimal trade-off between the
multiplexing gain and beamforming gain such that the ergodic
capacity of the system is maximized.

However such an analysis of the ergodic sum capacity does
not accurately reflect the performance when the system is
subject to constraints on maximum delay, such as in live
video or audio transmissions. This is due to two reasons.

First, when the total number of users U is larger than the
number of antennas M , then the transmitter can only schedule
a subset of K < U users in each transmission slot. In order to
meet strict requirements on the delay, the scheduling scheme
must ensure that each user is scheduled regularly. Second,
large variations in the instantaneous data rates mean that the
transmitter cannot always send all the available data. When
the channel conditions are bad, the data must be stored in
a buffer for transmission in subsequent time slots, causing a
buffering or queueing delay.

A. Related Work

Several works have studied the use of linear precoding in
the multiuser MISO downlink, as nonlinear dirty paper coding
techniques are difficult to implement in practice. Specifically,
Yoo and Goldsmith [4] showed that when the total number of
users U in the system greatly exceeds the number of antennas,
then ZFBF achieves asymptotically the same performance as
DPC. However, their scheme assumes that the transmitter
has channel state information (CSI) of all users. The cost
of collecting this CSI would be overwhelming when the
number of users U is large. Sharif and Hassibi [5] reduce the
overhead from collecting CSI by randomly creating a set of
beamforming vectors and then transmitting only to the users
which report the highest signal-to-interference-and-noise ratio
(SINR) along those random beams. Although the scheduling
probabilities of all users are equal, the scheduling of the users
is random, which can result in unacceptably long delays for
some users. Zhang et al. [6] studied the optimal number of
scheduled users when the transmitter has only knowledge
of the channel of the scheduled users, and also considered
imperfect CSI. Ravindran and Jafar [7] also studied imperfect
CSI due to quantized feedback. They found that collecting
many bits of feedback (accurate CSI) from very few users
is more beneficial than collecting few bits of feedback from
many users, which supports the assumption in [6] that CSI
should be obtained only for the scheduled users.

However, all of these works studied only the ergodic
capacity of the MU-MISO downlink, and did not address
the system performance under delay constraints. When the
transmission rate varies due to channel fading, the transmitter
cannot always transmit all data and must keep data in a buffer,
causing a random queueing delay. This queueing delay can
be analyzed through the frameworks of stochastic network
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calculus [8], [9] or effective capacity [10]. Several authors
[11]–[13] studied the effective capacity of MIMO systems
considering only the single user case. Li et al. [14] investigated
the effective capacity of multiuser MIMO systems. However,
the authors make many assumptions that we do not consider
practical, e.g., that the channel coefficients are non-fading and
that there is always a backlog of data in each user’s queue.

B. Contributions

In this paper, we analyze the queueing performance of
the MU-MISO downlink using stochastic network calculus
(SNC). We consider both linear ZFBF precoding and non-
linear dirty paper coding. We demonstrate that SNC can
still be applied when the users are not scheduled in each
transmission slot, but scheduled regularly in a round robin
fashion. Based on previous results, we present closed-form
expressions to analytically determine the distribution of the
queueing delay. Our numerical results show that the optimal
number of scheduled users changes when considering the
delay performance instead of the ergodic capacity.

This paper is structured as follows: The system model
is given in Sec. II. In Sec. III, we briefly summarize SNC
and then derive analytical delay bounds for the considered
scenarios. We present numerical evaluations in Sec. IV and
our conclusions in Sec. V.

II. SYSTEM MODEL

We consider downlink transmissions in a time-slotted sys-
tem from a single base station with M antennas to U users.
We consider the case U > M , where the transmitter cannot
serve all users at once. Instead, in each time slot t, only a
subset Kt ⊂ {1, . . . , U} of users are scheduled for transmis-
sion, with Kt

∆
= |Kt| ≤ M . Contrary to [4], we assume that

the scheduling scheme does not depend on the channel states,
as acquiring channel state information (CSI) for all U users
would result in an infeasible amount of overhead. Instead,
we follow [6], where the channel is estimated only for the
scheduled users. We assume that the base station has perfect
CSI for all Kt scheduled users.

We describe in Sec. II-A the physical layer transmission for
the scheduled users Kt. Round robin scheduling is presented
in Sec. II-B. Then, we describe in Sec. II-C the queueing
delay of the system on the link layer, followed by the problem
statement in Sec. II-D.

A. Physical Layer Model

The received signal yt ∈ CKt×1 at the Kt scheduled users
in time slot t can be described as

yt = Htxt + zt . (1)

For the channel matrix Ht ∈ CKt×M , we assume Rayleigh
fading, i.e., all elements are independent and identically
distributed (i.i.d.) with Gaussian distribution CN (0, 1). Fur-
thermore, we consider the quasi-static fading model where the
channel Ht remains constant for the duration of time slot t,
consisting of n channel uses, and changes to an independent

realization in the next time slot (note that the set Kt of
scheduled users also changes). The input signal is denoted
as xt ∈ CM×1 and must satisfy a short-term power constraint
tr
(
E
[
xtx

H
t

])
≤ PΣ for each realization of Ht. The noise

zt ∈ CKt×1 has i.i.d. components CN (0, 1).
Given the channel matrix Ht, the transmitter must encode

the data for the Kt scheduled users into coded symbols xt.
We now present two different encoding strategies.

1) Zero-Forcing Beamforming (ZFBF): When the transmit-
ter applies ZFBF, the input signal vector xt is given by [1]

xt = VtP
1/2
t st (2)

where Vt is the precoding matrix, Pt = diag(ρt,1, . . . , ρt,K)
is the power allocation matrix, and st is the Kt× 1 vector of
(independently) coded Gaussian symbols for the Kt scheduled
users. The ZFBF precoder is given as [1]

Vt = HH
t (HtH

H
t )−1Ξ

1/2
t (3)

where H†t = HH
t (HtH

H
t )−1 is the Moore-Penrose pseudo-

inverse of Ht and Ξt = diag (ξt,1, . . . , ξt,K) is the nor-
malization matrix such that the columns of Vt have unit-
2 norm. The variables ξt,k are central chi-square distributed
(scaled by a factor 1/2) with 2mt degrees of freedom, where
mt = M −Kt + 1. Their PDF is given by [1, Lemma 4]

fm(ξ) =
1

Γ(m)
ξm−1e−ξ . (4)

We asume that the blocklength n of the channel code is
sufficiently long, so that the system can achieve error-free
transmission to user k at a rate [1]

Rk(t) = log2(1 + ρt,kξt,k) . (5)

2) Zero-Forcing with Dirty-Paper Coding (ZF-DPC): For
comparison, we also present a scheme known originally
as ranked known interference (RKI) [1]. Assume that the
scheduled users Kt ⊂ {1, . . . , U} are ordered from 1 to Kt.
When a scheduled user k ∈ Kt is the κ-th ordered user, it
experiences interference from the ordered users 1, . . . , κ− 1.
The interference from those users is non-causally known at
the transmitter. Therefore, the transmitter can employ dirty
paper coding (DPC) when encoding the data for the κ-th
ordered user, which allows sending data at the same rate as
if no interference was present. Furthermore, if the ordered
users κ+1, . . . ,Kt apply zero-forcing (ZF) towards the users
1, . . . , κ, then they will not interfere with the κ-th user. Thus,
when user k is the κ-th ordered user, it can achieve a rate
Rk(t) = log2(1 + ρt,kξt,k), where the variables ξt,k have
central chi-square distribution (scaled by 1/2) with 2mt,k

degrees of freedom with mt,k = M −κ+ 1. The PDF of ξt,k
is given by (4). Note that mt,k and the rates Rk(t) depend on
the user ordering.

B. Round Robin (RR) Scheduling

In the considered scenario, the number of users U exceeds
the number of transmit antennas M . Therefore, the transmitter
must schedule a subset Kt of users in each time slot t.



We consider round robin (RR) scheduling as in [6], where
multiple users can be scheduled in each time slot. Each
user k is scheduled exactly once within a superframe of T
slots. The average number of scheduled users per slot is
then given as K ∆

= U/T , with 1 ≤ K ≤ M . As the total
number of users U is fixed, K may not always be an integer,
and thus the scheduler must sometimes select more than K
users, sometimes less. We assume that in TA of the subslots,
KA =

⌈
K
⌉

users are served, in TB = T −TA of the subslots,
KB = bKc users are served, such that the total number of
users served in the superframe is TAKA + TBKB = U .

In order to maintain fairness between the users, the trans-
mitter randomly assigns the users to the slots in each su-
perframe. Furthermore, in case of ZF-DPC, where the perfor-
mance depends on the encoding order of the users, we require
that the users are ordered randomly.

C. Link Layer Model

In time slot t, Ak(t) data bits intended for downlink
transmission to user k arrive at the transmitter. The data is
stored in a transmit buffer, with individual buffers (or queues)
for each user. We assume that the arrival process Ak(t) is
constant over time and equal for all users, with α denoting
the constant number of bits that arrive in the queue of each
user in each time slot. The service rate offered by the wireless
system in each time slot to a scheduled user k ∈ Kt is given by
Sk(t) = nRk(t), and Sk(t) = 0 when k /∈ Kt. The departure
process Dk(t) describes the amount of data that is transmitted
to the receiver. Thus, Dk(t) is limited both by the amount of
data waiting in the buffer, as well as by the service rate Sk(t).
The cumulative arrival, service, and departure processes are
defined as

Ak(t1, t2)
∆
=

t2−1∑
t=t1

Ak(t) , Sk(t1, t2)
∆
=

t2−1∑
t=t1

Sk(t) , (6)

Dk(t1, t2)
∆
=

t2−1∑
t=t1

Dk(t) . (7)

The queueing delay Wk(t) of user k at time t is defined as the
time it takes for all data that arrived prior to time t to depart
from the transmit buffer and reach the receiver [9], [15]:

Wk(t)
∆
= inf {u ≥ 0 : Ak(0, t) ≤ Dk(0, t+ u)} . (8)

The delay Wk(t) is random. We want to find the probability
pv,k(w) that the delay Wk(t) of the data for user k exceeds
a specified target delay w at any time t:

pv,k(w)
∆
= sup

t≥0
{P {Wk(t) > w}} . (9)

D. Problem Statement

In this work, we want to find the value K that minimizes
the delay violation probability pv,k(w). On the one hand,
choosing a small value of K means that only few users
are scheduled in each time slot, so that their signals are
transmitted with high beamforming gain and transmit power.

However, this also results in a small multiplexing gain and
a long time to schedule all users. On the other hand, a large
value K results in poor beamforming gain.

We note that the delay violation probability pv,k(w) can-
not be determined directly in an analytically tractable form.
However, the delay violation probability can be analytically
approximated/bounded using the frameworks of effective ca-
pacity [10] or stochastic network calculus [8], [9]. Effective
capacity provides an approximation for pv,k(w) that is tight
for large w. In this work, we perform the optimization of K
based on stochastic network calculus, as it provides a strict
upper bound on pv,k(w) that holds also for small w.

III. ANALYSIS

In Sec. III-A, we present a summary of the delay analysis
through stochastic network calculus in a transform domain
[9]. We demonstrate in Sec. III-B how stochastic network
calculus can be used when round robin scheduling is used.
In Sec. III-C, we analytically obtain the stochastic network
calculus bounds for the considered scenario. Note that the
transmission and scheduling strategies in Sec. II are fair, as
the distribution of the service process Sk(t) is the same for
all users. We assume that all users are subject to the same
delay requirements and thus drop the subscript k to shorten
the notation.

A. Stochastic Network Calculus (SNC)

This section closely follows our previous work [15] and
provides a summary of stochastic network calculus [8], [9].

The delay W (t) in (8) is defined in terms of the arrival and
departure processes. However, the distribution of the delay can
be found directly from the statistics of the arrival and service
processes. We follow [9] and describe these processes in the
exponential domain, also referred to as SNR domain. The
arrival and service processes in the bit domain, A(t) and S (t),
are converted to the SNR domain (denoted by calligraphic
letters) as

A(t)
∆
= eA(t) , S(t)

∆
= eS(t) . (10)

In this work, we assume constant arrivals with A(t) = α.
Consider for now a service process S (t) that is independent
and identically distributed (i.i.d.) between time slots. An upper
bound on the delay violation probability pv(w) can then be
obtained in terms of the Mellin transforms of A and S. The
Mellin transform MX (θ) of a nonnegative random variable
X is defined as [9]

MX (θ)
∆
= E

[
X θ−1

]
(11)

for a parameter θ ∈ R. For the analysis, we choose θ > 0 and
check if the stability condition MA(1 + θ)MS(1 − θ) < 1
holds. If it holds, define the kernel [9], [16]

K (θ, w)
∆
= lim

t→∞

t∑
u=0

MA(1 + θ)t−u · MS(1− θ)t+w−u

=
MS(1− θ)w

1−MA(1 + θ)MS(1− θ)
. (12)



For any parameter θ > 0, the kernel K (θ, w) provides an
upper bound on the delay violation probability pv(w) [9],
[16]. This holds for any time slot t, including the limit t→∞
(steady-state). In order to find the tightest upper bound, one
must find the parameter θ > 0 that minimizes K (θ, w):

pv(w) ≤ inf
θ>0
{K (θ, w)} . (13)

B. SNC and Round Robin Scheduling

For round robin scheduling, the delay analysis through
stochastic network calculus as shown in Sec. III-A cannot
be applied directly, as S (t) is zero in the time slots where
the user is not scheduled, i.e., S (t) is not i.i.d. between time
slots. However, stochastic network calculus can be applied
on the superframe level. The service that a user receives in
superframe i is denoted as S (T )(i), and is i.i.d. between
superframes, because each user is scheduled exactly once
per superframe of length T . The arrival process on the
superframe level is given as A(T )(i) = αT bits, and the
Mellin transform of the process A in the SNR domain is
MA(T )(θ) = eαT (θ−1).

Assume first that w/T , where w is maximum delay in time
slots, is an integer: Then, the queueing analysis can easily be
done on the superframe level:

pv(w) ≤ K(T )
(
θ,
w

T

)
, (14)

with

K(T )
(
θ,
w

T

)
=

MS(T )(1− θ)wT
1−MA(T )(1 + θ)MS(T )(1− θ)

. (15)

In case w/T is not an integer, some users (denoted as group 1)
will be served dw/T e times before the deadline, while others
(group 2) will only be served bw/T c times. For the sake of
fairness, we assume that the users are assigned randomly to
the slots. Then, the probability of being in the second group
is p2 = mod (w,T )

T , and p1 = 1−p2. Thus, the overall bound
on the delay violation probability is given by

pv(w) ≤ p1K(T )
(
θ,
⌈w
T

⌉)
+ p2K(T )

(
θ,
⌊w
T

⌋)
. (16)

Similar to (13), this bound holds for any θ > 0, such that
finding the tightest possible bound requires taking the infimum
over (16) with respect to θ.

C. Delay Analysis for MU-MISO Downlink

The kernel (15) depends on the Mellin transform of the ser-
vice S(T ) offered to each user in each superframe. Users are
scheduled exactly once in a superframe, so that S(T ) has the
same distribution as the service S experienced by a scheduled
user. The SNR-domain service process of a scheduled user is
given as S = eS = enR, with R = log2(1 + ρξ).

For ZFBF and ZF-DPC, ξ is a scaled central χ2 vari-
able with varying degrees of freedom 2m as outlined in
Sec. II-A. For ZFBF, we have m = M − K(A/B) + 1,
depending on the slot type (A/B). For ZF-DPC, m ∈{

1, . . . ,M −K(A/B) + 1
}

, each with probability pm|(A/B) =
1/K(A/B).

The transmitter is subject to a short-term power constraint
tr
(
E
[
xtx

H
t

])
≤ PΣ. A simple power allocation strategy

shares PΣ equally among the KA or KB scheduled users:

ρ =

{
ρ̄A = PΣ

KA
with prob. pA = KATA

U

ρ̄B = PΣ

KB
with prob. pB = KBTB

U

. (17)

The Mellin transform of the service process S(T ) can
be obtained by averaging over the Mellin transforms of the
service process with specific values of ρ̄ and m:

MS(T )(1− θ) =
∑
ρ̄,m

pρ̄,mMS(T )|ρ̄,m(1− θ) , (18)

where pρ̄,m denotes the joint probability of a user’s channel
having 2m degrees of freedom (ξ ∼ 1

2χ
2
2m) and power ρ̄.1

For a specific constant power ρ̄ and a specific m, the Mellin
transform of the service process can be obtained as

MS(T )|ρ̄,m(1− θ) = E
[(
enR

)−θ∣∣∣ ρ̄,m] (19)

= E
[

(1 + ρ̄ξ)−
θn
ln 2

∣∣∣m] . (20)

We define θ̃ ∆
= θn

ln 2 and follow the derivations in [17] to obtain

E
[

(1 + ρ̄ξ)−θ̃
∣∣∣m] =

∞∫
0

(1 + ρ̄ξ)−θ̃fm(ξ)dξ (21)

=

∞∫
0

(1 + ρ̄ξ)−θ̃
1

Γ(m)
ξm−1e−ξdξ (22)

=

m−1∑
µ=0

(
m−1
µ

)
(−1)µ

Γ(m)ρ̄m−1

∞∫
0

(1 + ρ̄ξ)m−1−µ−θ̃e−ξdξ (23)

=

m−1∑
µ=0

(
m−1
µ

)
(−1)µ

Γ(m)
ρ̄−µ−θ̃e

1
ρ̄

·
∞∫

0

(
1

ρ̄
+ ξ

)m−1−µ−θ̃

e−( 1
ρ̄+ξ)dξ (24)

=

m−1∑
µ=0

(
m−1
µ

)
(−1)µ

Γ(m)
ρ̄−µ−θ̃e

1
ρ̄Γ

(
m− µ− θ̃, 1

ρ̄

)
. (25)

In (23), we used the conversion [17]

xm−1 =

m−1∑
µ=0

(
m− 1

µ

)
(1 + x)

m−1−µ
(−1)µ (26)

and in (25), we applied the upper incomplete Gamma function

Γ(s, x) =

∫ ∞
x

ts−1e−tdt . (27)

Thus, given the arrival rate α in bits per time slot and a specific
choice of superframe length T (which determines the average
number of scheduled users K = U/T ), the upper bound (16)
on pv(w) can be obtained analytically through (18) and (25).

1For ZFBF, pρ̄,m is equal to pA or pB as given in (17). For ZF-DPC, the
different pρ̄,m can simply be obtained as pA/B · pm|(A/B).



IV. NUMERICAL RESULTS

In Fig. 1, we show various aspects of the performance of
a system with U = 120 users and M = 8 antennas. First,
in Fig. 1a, we show the expected service rate per slot vs.
the average number of scheduled users K for different values
of the SNR PΣ ∈ {9, 15, 21} dB. Note that the superframe
length T must always be integer, but K = U/T is not always
integer. In each superframe of T time slots, the transmitter
sends nR bits to each user. Thus, the expected service rate
per user and per time slot is given as

E [S] =
1

T
E
[
S(T )

]
=

1

T
E [nR] . (28)

For ZFBF, we observe for every SNR PΣ that the expected
service rate first increases and then decreases in K. At
very small K, an increase in K means that more users are
scheduled simultaneously, and the multiplexing gain from
transmitting to multiple users outweighs the performance loss
due to slightly decreased service rates of each user. However,
at very large K, the expected service rate decreases, because
the relative increase in the number of scheduled users is
small, whereas the beamforming gain is massively reduced.
Furthermore, we observe that the value of K that maximizes
the expected service rate grows with the SNR. This is in
line with previous results [3]. For ZF-DPC, the behavior is
different. In fact, the expected service rate is strictly increasing
in K for PΣ ∈ {15, 21} dB. When adding more users to a
ZF-DPC transmission, the additional users do not create any
interference towards the previous users. The only downside
from adding more users to the ZF-DPC system is that a small
fraction of the transmitted signal power is shared with the
new users. For very low SNR PΣ, this effect may decrease
the expected service at large K, but even at PΣ = 9 dB, this
effect remains almost unnoticeable.

In Fig. 1b and Fig. 1c, we consider the delay performance of
the system for ZFBF and ZF-DPC, respectively, with different
arrival rates α, a maximum delay of w = 60 time slots, and
with PΣ = 15 dB. For ZFBF, Fig. 1b shows that the delay
violation probability, obtained from the analytical bound (16),
remains high at α = 180 bits/slot. However, when the arrival
rate is decreased, the delay violation probability decreases
significantly. Interestingly, the minimum in the delay violation
probability is attained at K = 6 for α = 180, at K = 5 for
α = 160, and at K = 4 for α = 150 bits/slot. Thus, the
optimal value of K changes depending on the arrival rate and
delay constraints imposed on the system. Many of our addi-
tional experiments also show that the optimal K under delay
constraints is slightly below the value of K that maximizes the
expected service rate. An explanation for this phenomenon is
that even though decreasing the number of users K means that
users are scheduled less often (lower multiplexing gain), the
system has a higher beamforming gain, i.e., the channel gains
ξ of all users have more degrees of freedom. This decreases
the variance of the service S experienced by each user and
thus improves the delay performance of the system.
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Fig. 1. M = 8, U = 120 users, n = 1000 symbols. (a): Expected service
rate for PΣ ∈ {9, 15, 21} dB. (b) Delay violation probability when using
ZFBF, according to the SNC bound, for deadline w = 60 slots and different
arrival rates α, for PΣ = 15 dB. (c) same parameters, but using ZF-DPC.

Fig. 1c shows the delay violation probability for ZF-DPC.
Here, we observe that the minimum in the delay violation
probability is attained at K ≈ 7 for α = 225 and at K = 6 for
α = 210, whereas Fig. 1a showed that the expected service
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Fig. 2. M = 8 antennas, U = 120 users, n = 1000 symbols, PΣ = 15 dB,
w = 60. (a): Optimal choice of K such that the delay violation probability
is minimized. (b) Delay violation probability, with optimal K for each point,
along with suboptimal fixed values of K.

rate is maximized at K = 8. The explanation is similar to
the explanation in case of ZFBF: When scheduling K = 8
users, the effective channel gains ξ for some of the users (the
users which are encoded last in the ZF-DPC order) have only
2 degrees of freedom. These users may experience very low
data rates, so that the delay violation probability increases.

In Fig. 2, we further investigate the optimal value of
K and how the optimal choice of K influences the delay
performance. Fig. 2a shows the optimal values for K for
ZFBF (blue, solid lines) and ZF-DPC (red, dotted lines).
We observe that the optimal value of K decreases when the
arrival rate α is reduced. In Fig. 2b, we investigate how the
optimal choice of K affects the delay performance of the
considered systems. In case of ZFBF, we find that choosing
the suboptimal value K = 6 deteriorates the performance only
slightly. For ZF-DPC, the selected value of K seems to have
a larger impact. We observe that choosing the value K = 8,
i.e., the value that maximizes the expected service rate E [S ]
of the system, would lead to a massive increase in the delay
violation probability.

V. CONCLUSIONS

In this work, we have presented an analytical framework to
study the delay performance of the multiuser MISO downlink.
We found that the optimal number of scheduled users depends
on the delay requirements of the system. There are many

interesting possible extensions of this work. First of all, we
considered equal power allocation, whereas the transmitter
could also optimize the transmission power. Another line
of research would be to investigate the system performance
for a huge number of transmit antennas (massive MIMO).
Finally, when the maximum tolerable delay becomes very
short, the length of each time slot should also be chosen very
small. For very short time slots, the channel estimates may
become inaccurate, and the impact of channel coding at finite
blocklength must be considered in order to gain more realistic
insights into the system performance.
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