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Abstract

Recently, the rapid growth of expectations on future wireless networks poses
enormous challenges to existing wireless communication systems deployed with
fixed infrastructure. Fortunately, unmanned aerial vehicle (UAV)-assisted
communication systems serve as a viable solution, which relaxes the limitation of
traditional wireless communications on the physical layer. However, joint resource
allocation and trajectory designs in terms of energy and spectral efficiency have
not been fully studied and investigated in the literature. In this thesis, we aim to
provide a thorough study on resource allocation and trajectory design for various
practical communication systems employing UAVs.

We first study the trajectory and resource allocation design for downlink
energy-efficient secure UAV communication systems, where an information UAV
assisted by a multi-antenna jammer UAV serves multiple ground users in the
existence of multiple ground eavesdroppers. The resource allocation strategy and
the trajectory of the information UAV, and the jamming policy of the jammer
UAV are jointly optimized for maximizing the system energy efficiency.

Then, we investigate a multi-antenna UAV-enabled time division multiple
access (TDMA) wireless communication system with the assistance of an
intelligent reflection surface (IRS). We aim to minimize the average total power
consumption of the system by jointly optimizing the resource allocation strategy,
UAVs trajectory and velocity, as well as phase control at the IRS. To this end, a
non-convex optimization problem is formulated taking into account the individual
minimum data rate requirement and the limited energy budget of the IRS.

Additionally, to accommodate more users and to improve the spectral
efficiency, an IRS is introduced to assist a UAV communication system based
on non-orthogonal multiple access (NOMA) for serving multiple ground users.
We aim to minimize the average total system energy consumption by jointly
designing the resource allocation strategy, the three-dimensional (3D) trajectory
of the UAV, as well as the phase control at the IRS. The design is formulated as
a non-convex optimization problem taking into account the maximum tolerable
outage probability constraint and the individual minimum data rate requirement.
To circumvent the problem intractability due to the altitude-dependent Rician
fading in UAV-to-user links, we adopt the machine learning (ML) approach to
accurately approximate the effective channel gains in the system.
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Chapter 1

Introduction

In this chapter, we first provide an overview on the fifth-generation (5G)

wireless networks before introducing the motivations of our research for studying

unmanned aerial vehicles (UAVs) communications in this thesis. Then, a

thorough literature review on UAV communications and a brief introduction on

the research challenges of UAV communications are presented. In addition, we

also outline the main contributions of the thesis.

1.1 Overview of 5G

In recent years, the dramatic growth in the number of wireless devices and

the associated demanding quality-of-services (QoS) have fueled the development

of new technologies for 5G and beyond 5G (B5G) [7–9] wireless networks.

Three main services with different requirements have been imposed which

are expected to be supported by 5G wireless technology, which are enhanced

mobile broadband (eMBB), massive machine-type communications (mMTCs),

and ultra-reliable low-latency communications (URLLCs). These services lead

to unprecedented demands for system resources. For example, eMBB requires

1
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ultra-high data rates, i.e., 100 ∼ 1, 000 times of the current fourth-generation

(4G) technology while offering moderate rates of the cell-edge users; mMTC

requires massive connectivity for a large number of the Internet-of-Things (IoT)

devices; and URLLC requires lower latency, i.e., 10 ∼ 20 times shorter than

that achieved by current 4G technology. Although several potential technologies,

e.g., millimeter wave [10], energy harvesting communications [11–13], and massive

multiple-input multiple-output (MIMO) [14–16], offer some promising solutions

to guarantee ubiquitous and ultra-high data rate services, e.g., [17, 18], the

system performance is still limited by some bottlenecks, such as overloaded

traffic demand or shadowed communication links. On the other hand, due to

the growing environmental concerns and the increasing requirements of energy

consumption, energy-efficient communications have drawn significant attention

from both academia and industry [10, 19–23]. In particular, to reduce the

power consumption and relieve the problem of spectrum scarcity [24–27], the

trade-off between energy efficiency and spectral efficiency of cellular networks is

of fundamental importance for system design and optimization in 5G wireless

networks. As such, there is an emerging call for a new paradigm for realizing

energy-efficient wireless communication systems.

1.2 Motivations

In the past decades, the advancement of mechanical engineering has reduced

the cost of the manufacturing of UAVs which triggers their wide applications in

different research areas. In particular, the applications of UAVs to communication

systems are promising which are summarized as follows. Due to the high

flexibility, mobility, and lost-cost deployment of UAVs offered to wireless

communication systems [28–30], several interesting applications of UAV have been
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proposed, such as aerial mobile base stations (BS) [31, 32], aerial mobile relays

[33–37], and aerial mobile data collections [38–40], etc. Specifically, the mobility

of the UAV has significantly improve the system performance due to the higher

degrees of freedom (DoF) offered by the UAV for effective resource allocation

design. Moreover, the channel conditions of the air-to-ground links from the

UAV are generally better than the traditional links between the terrestrial BS

and ground terminals, since line-of-sight (LoS) paths usually dominate the air-to-

ground channels when the flying altitude of the UAV is sufficiently high. In such

cases, time-varying communication channels become more deterministic which

facilitate the provisioning of stable communication services. However, there are

various practical open problems that remain unsolved. For instance, although the

air-to-ground channels become less uncertain with an increasing UAV’s altitude,

the associated path loss increases reducing the received signal strength. As a

result, there is a non-trivial trade-off between designing UAV’s three-dimensional

(3D) trajectory and communication performance. Besides, to maintain both

the stable flight and wireless transmission for UAV-based communications, the

energy-efficiency has become an important figure of merit for the system design

due to the limit total energy budget determined by the onboard battery capacity.

Meanwhile, secure communications have become a major concern in UAV-based

communications as these systems are susceptible to potential eavesdropping due

to the dominated LoS paths. Thus, there is an emerging need for designing secure

energy-efficient UAV-based communications. More background information of

UAV-based communication will be provided in Chapter 2.
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Figure 1.1: Typical use case of UAV-aided wireless communications: UAV-aided
ubiquitous coverage.

Figure 1.2: Typical use case of UAV-aided wireless communications: UAV-aided
relaying.

1.3 Literature Review

In this section, the related topics of this thesis, e.g., UAV communications, UAV-

intelligent reflection surface (IRS) communications, and UAV-non-orthogonal

multiple access (NOMA) are discussed and reviewed.
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Figure 1.3: Typical use case of UAV-aided wireless communications: UAV-aided
information dissemination and data collection.

1.3.1 UAV Communications

The rollout of numerous data-hungry wireless applications, e.g., video streaming

and real-time gaming, have posed enormous challenges on future wireless

networks, e.g., ultra-high data rates, low latency, and massive connectivity, etc.,

[7–9]. Despite various disruptive technologies have been adopted in practice, e.g.,

massive MIMO [10–18], providing high-data-rate communications in emergencies

and important scenarios, such as natural disasters and overloaded traffic demand,

remains challenging. Fortunately, UAV-enabled wireless communication systems

provide a feasible solution [41–46] to address these problems, which address the

limitation of traditional wireless communications on the physical layer. Due

to the high flexibility, mobility, and lost-cost deployment of UAVs offered to

wireless communication systems, several interesting applications of UAV have

been proposed, such as mobile base stations, mobile relays, and mobile data

collections, etc [41]. For example, in Figure 1.1, the UAV is served as a mobile

aerial base station. It could transmit information to ground users where the

traditional base station is overloaded or broken. This application is generally

used in a critical situation or natural hazard. In case there are extra users than
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expected or damaged base station. The case in Figure 1.2 treats the UAV as

a relay in wireless communications. The UAV can serve establish end-to-end

communication between two users in the existence of some ground obstacles.

Figure 1.3 utilizes the UAV for information dissemination and data collection for

a large number of ground users or sensor nodes in a large area. This could be

wildly used in digital agriculture and the Internet-of-Things. In particular, there

are two types of UAV who generally adopted in wireless communication system,

e.g., fixed wing UAVs [1] and rotary wing UAVs [3]. Specifically, the rotary wing

UAV is the main focus of this thesis since it can hover in the air and offer a higher

flexibility for designing the UAV’s trajectory than that of the fixed wing UAV for

enhancing the performance of communication systems. To capture the impact

of UAV on communication systems, the flight power consumption model for the

rotary wing UAV and the related details will be discussed in Chapter 2.

In practice, by exploiting the high flexibility and mobility of UAVs, the

performance of the communication systems can be improved by cruising UAVs

close to the desired users. Besides, in practice, UAVs offer a higher probability

to establish a strong LoS wireless channels between UAVs and ground terminals

compared with conventional terrestrial communication systems. Therefore, in

recent years, there are several exciting and practical applications of UAV proposed

in academia and industry. For example, sensing for UAV and UAV for sensing

are two typical applications [47]. In the general scenarios of sensing for UAV,

two commonly adopted cases are sense-and-avoid (SAA) [48] as well as adversary

UAV detection, tracking, and classification [49]. As for adopting a UAV for

sensing, the UAV serves as an aerial node to support wireless sensing from the

sky [49, 50]. Also, to enable computation offloading with UAV in mobile edge

computing (MEC) of cellular networks, the UAV could act as an edge device or
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an aerial user who executes the computation tasks by offloading to BSs and MEC

servers on the ground [51], or carry a MEC server to support the computation

implementation for the ground devices [52].

In the following parts, different aspects of UAV communications are presented,

i.e., resource allocation and trajectory design, physical layer security, IRS assisted

communications, and UAV communications with multiple access.

1.3.2 Resource Allocation and Trajectory Design for UAV

In practice, although UAV-based communications enjoy various promising ad-

vantages [31, 32, 41, 53], some technical problems need to be solved to unlock

the promised performance gains. Firstly, stringent power limitation is one

of the bottlenecks for enabling efficient UAV communications. In fact, the

energy storage of onboard battery of a UAV is usually small due to the size

and weight restrictions of the UAV. Besides, the power consumptions of flight

and communication depends on the UAV’s trajectory and velocity, as will be

discussed in Chapter 2. As a result, energy-efficient UAV has drawn significant

research interests in the literature. To fully unleash the performance of UAV

communication systems, various studies have been conducted in the literature

to improve the power efficiency. For instance, in [54], the authors studied the

optimal deployment of multiple UAVs to minimize the total system transmit

power satisfying the individual user data rate requirement simultaneously. Also,

the authors in [38] studied the energy efficiency maximization for wireless sensor

networks via jointly optimizing the weak up schedule of sensor nodes and UAV’s

trajectory. However, the flight power consumption of the UAV was ignored

in these work which contributes a major proportion of the total system power

consumption. Besides, the authors in [3] minimized the total power consumption
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of both communication and flying via jointly optimizing UAV’s trajectory and

user scheduling for a rotary-wing UAV. Yet, pure LoS wireless channels between

the UAV and ground users were assumed [3, 32, 53, 54], which are generally

invalid in practice, particularly in urban environments. Also, a probabilistic LoS

channel model for UAV-enabled data harvesting system was proposed in [55],

which is suitable to a system with a relatively low flying altitude UAV when the

shadowing effect dominates the system performance. Despite various attempts

in the literature, the research in [3, 32, 53–55] only limited to two-dimensional

(2D) trajectory planning. For a relatively high altitude UAV with a clear LoS,

in [40], the UAV’s 3D trajectory was optimized taking into account a practical

model with an angle-dependent Rician fading channel to maximize the minimum

average collected data rate. Therefore, UAV’s 3D trajectory design and resource

allocation with the angle-dependent Rician fading channel is practical interacts

which will be addressed in Chapter 5.

1.3.3 Physical Layer Security UAV Communications

On the other hand, since the LoS dominated channels between a UAV and

ground nodes are susceptible to potential eavesdropping [41, 56], guaranteeing

communication security is a challenging task for UAV communication systems.

Thus, there is an emerging need for designing secure UAV-based communication.

For instance, the authors in [43] proposed a joint power allocation and trajectory

design to maximize the secrecy rate in both uplink and downlink systems. Also,

in [57], secure energy efficiency maximization for UAV-based relaying systems

was studied. However, both works only considered the case of single-user

and the proposed designs in [43, 57] are not applicable to the case of multiple

users. Besides, the availability of the eavesdropper location was assumed in
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[43, 57], which is generally over optimistic. Although [44] studied the resource

allocation design for secure UAV systems by taking into account the imperfect

channel state information (CSI) of an eavesdropper, the energy efficiency of such

systems is still an unknown. Besides, a robust trajectory and resource allocation

design for energy-efficient secure UAV communication systems considering the

uncertainty of eavesdropper’s location has not been investigated. Furthermore,

although deploying a single UAV in the system was demonstrated to offer some

advantages for wireless communications [35, 53], the performance of single UAV

communication systems can be unsatisfactory due to the stringent requirement on

secure communication. Thus, with the assistance of a jammer UAV, the authors in

[2,4,58] proposed a cooperative jamming scheme for secure UAV communications

by jointly optimizing power allocation and trajectories. Yet, since the jammer

UAV is only equipped with a single-antenna in these systems, the direction of

artificial noise cannot be controlled properly which also causes strong interference

to legitimate users due to the existence of strong LoS paths. Therefore, we

propose to employ multiple antennas at the jammer UAV to focus the artificial

noise to degrade the channel quality of eavesdroppers as well as to mitigate the

interference upon legitimate users. However, designing a cooperative jamming

policy with a multi-antenna jammer UAV is very challenging and remains to be

explored. In Chapter 3, we aim to address the above issues by optimizing the

resource allocation and trajectory design for the secure UAV communications

with the assistance of a multiple-antenna jammer UAV.

1.3.4 IRS-Assisted UAV Communications

IRS is an enabling technology that can design the radio signal propagation in

the wireless communications [59–61]. The IRS can dynamically change the
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wireless channel to improve the performance of the communication by intelligently

tuning the signal reflection. Most recently, IRS, a new technology, has attracted

substantial attention in the field of wireless communications as it can reshape

the signal propagation environment so as to improve the system performance

[62–66]. For example, beamforming and discrete phase control of IRS-assisted

systems were jointly optimized to minimize the total transmit power in [67, 68].

Besides, the authors in [5] proposed a jointly optimized active beamforming at

the transmitter and passive beamforming at the IRS to maximize the received

signal power at desired users. Furthermore, it is expected that deploying an

IRS in UAV-enabled communication systems can help to improve the achievable

data rate for ground users with a weak channel condition. In particular, the

passive beamforming controlled by the IRS can reflect the dissipated signals

transmitted from the UAV to the ground users. This unique feature not only

increases the received signal strength at the desired users, but also improves the

flexibility in the UAV’s trajectory design. Thus, the integration of an IRS into

UAV-based communication systems has been advocated lately. For instance, the

authors in [69] maximized the average achievable data rate in IRS-assisted UAV

communication systems by jointly optimizing the UAV’s trajectory and the phase

shift control of the IRS. Yet, this study only focused on the case of a single-

user and the proposed result is not applicable to practical multi-user systems.

Also, the joint design of 2D trajectory and passive beamforming was studied

in [62,70] for multi-user IRS-aided UAV communications assuming the availability

of perfectly known CSI, which is overly optimistic. Moreover, the considered

system models in [69, 70] neglected the existence of a direct link between the

UAV and ground users which leads to inevitable performance degradation. In

fact, a joint resource allocation and phase shift control for power-efficient IRS-
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assisted multi-user UAV communication systems are important and challenging,

which has not been reported in the literature yet. In Chapters 4 and 5, we

address the above issues by jointly optimizing the IRS’s phase shift control and

resource allocation for power-efficient IRS-assisted UAV communications taking

into account multiple ground users.

1.3.5 UAV Communications over Multiple Access

Finally, to enable multiple access in UAV communication systems, UAVs

based on time division multiple access (TDMA) are commonly adopted in the

literature [40, 55], yet, their results are not applicable to a more general system

supporting multiple users simultaneously. On the other hand, in order to support

simultaneous energy-efficient multi-user communications, orthogonal frequency

division multiple access (OFDMA) is an ideal candidate, as it has been commonly

adopted in various conventional communication systems [19,22,71]. In particular,

OFDMA provides a high flexibility in resource allocation for exploiting multi-

user diversity to improve the system energy efficiency. For instance, in [66, 72],

OFDMA was adopted for UAV communication systems and a joint trajectory and

resource allocation design was proposed to maximize the minimum data rate for

fairness the QoS constraints. Moreover, as a multiple access technology beyond

OFDM, NOMA provides a higher flexibility in resource allocation for improving

the system spectral efficiency, especially considering the diverse QoS requirements

of users. In [73, 74], the UAV-NOMA communication systems were designed

to maximize the achievable data rate or minimizing the power consumption

of the system. Thus, diverse channel conditions need to be explored for UAV

communication systems.
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1.3.6 Summary

In this part, we summarize the main issue of UAV communications studied in the

literature review, which motivates the thesis.

• Due to the total energy budget for maintaining both stable flight and

communication is limited by the onboard battery capacity, the resource

allocation and trajectory for the UAV communication systems are need to

be designed.

• Since the LoS paths dominate the air-to-ground communication channels,

UAV-based communication systems are susceptible to potential eavesdrop-

ping, physical layer security is an important point for UAV communications

requiring a thorough investigation.

• Since the Rician factor is related to the UAV’s flight altitude and there is a

non-trivial trade-off between the outage probability and channel gain, the

design of UAV’s 3D trajectory taking into account the altitude-dependent

Rician fading channel is necessary.

• To improve the end-to-end channel quality between the UAV and users,

adopting IRS to reflect the spread communication power from the environ-

ment towards users needs to be explored.

• NOMA protocol for UAV communications can fully adopt the mobility of

the UAV to transmit information for two users with near-farness pairing,

which strongly improve the DoF for resource allocation design. Yet, the

efficient resource allocation optimizations for UAV-NOMA communications

are remain unknown.
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1.4 Thesis Outline and Main Contributions

1.4.1 Thesis Organization

In this subsection, the outline of each chapter in this thesis is given. There

are six chapters in total, including an introduction of the thesis, the necessary

background knowledge, the technical details of the conducted research, and the

conclusion of this thesis.

Chapter 1

This chapter provides an overview of 5G communications and the motivation

of the considered research questions of the thesis and the existing works are

presented. It also provides the outline and the main contributions of this thesis.

Chapter 2

This chapter presents some background knowledge including the types of

UAVs, channel model, energy efficiency, and resource allocation design method-

ologies.

Chapter 3

This chapter discusses the joint trajectory and resource allocation design for

energy-efficient secure UAV communication systems, which taking into account

the maximum tolerable leakage signal-to-interference-plus-noise ratio (SINR) to

eavesdroppers and the minimum individual user data rate requirement. A low-

complexity suboptimal iterative algorithm is provided for maximizing the system

energy efficiency. The proposed schemes and approaches in this chapter serve as

building blocks for the studies in the following chapters.

Chapter 4

This chapter studies the resource allocation for power-efficient IRS-assisted

UAV communications considering pure LoS dominated channel with perfect
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CSI, the energy budget of the IRS, 2D trajectory design of the multiple-

antenna allocated UAV, and TDMA protocol. A joint design of user scheduling,

power allocation, UAV’s trajectory, UAV’s flight velocity, the transformer’s

beamforming precoder, and the phase control policy of the IRS for minimize

the total power consumption is formulated and solved. The study of this chapter

can be extended to a more practical model considering 3D trajectory design and

NOMA transmission which will be studied in Chapter 5.

Chapter 5

This chapter proposes the resource allocation and 3D trajectory design for

power-efficient IRS-assisted UAV-NOMA communications by taking into account

the altitude dependent Rician fading, minimum individual data rate requirement,

and the outage probability limitation. A suboptimal resource allocation design for

minimizing the average total power consumption is also presented in this chapter.

The proposed schemes in Chapters 3-5 can be utilized in practice, e.g.,

adopting the UAV as a temporary base station for the specific situation if the

tradition base station is damaged, adopting the UAV as a patrol jammer for

the emergency scenario maintaining security, and adopting the IRS to reuse the

spread signal in the energy crisis area or situation.

Chapter 6

This chapter presents the conclusions of this thesis and the contribution of

the works during my Ph.D. research. The potential future work related to this

thesis are also introduced.

Appendix

Appendixes A-D discuss some fundamental knowledge about convex optimiza-

tion techniques, the proof of theories, and algorithm convergence of Chapters 3-5.
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1.4.2 Research Contributions

This thesis studies the resource allocation and trajectory design of the UAV

communications. The developed theoretical results can serve as guidelines for

the practical implementation of UAV in future wireless communication systems.

A detail presented of the research contribution in Chapters 3-5 are listed in the

following.

• Chapter 3 studies the joint trajectory, resource allocation, and jamming

policy design for energy-efficient secure UAV-OFDMA communication

systems. In particular, an information UAV provides energy-efficient

secure communication for multiple legitimate users adopting OFDMA in

the existence of multiple eavesdroppers, with the assistance of a multiple-

antenna jammer UAV patrolling with a fixed trajectory. The joint design is

formulated as a non-convex optimization problem to maximize the system

energy efficiency taking into account the maximum tolerable leakage signal-

to-interference-plus-noise ratio (SINR) to eavesdroppers and the minimum

individual user data rate requirement. Since the formulated problem is non-

convex which is generally intractable, we propose an iterative algorithm to

achieve a suboptimal solution of the formulated problem.

The results in Chapter 3 have been presented in the following publications:

– Y. Cai, Z. Wei, R. Li, D. W. K. Ng, and J. Yuan, “Energy-Efficient

Resource Allocation for Secure UAV Communication Systems,” in

2019 IEEE Wireless Commun. Netw. Conf. (WCNC), Apr. 2019,

pp. 18.

– Y. Cai, Z. Wei, R. Li, D. W. K. Ng, and J. Yuan, “Joint Trajectory

and Resource Allocation Design for Energy-Efficient Secure UAV
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Communication Systems,” IEEE Trans. Commun., vol. 68, no. 7,

pp. 4536-4553, Mar. 2020.

• Chapter 4 aims to minimize the average total power consumption of the

system via jointly optimizing the resource allocation and trajectory while

considering the minimum data rate requirement of each user. We propose

an iterative algorithm based on the alternating optimization technique to

achieve a suboptimal solution efficiently. The numerical results evaluate the

system performance gain of the proposed algorithm over baseline schemes

without IRS or a fixed straight flight trajectory with a constant flight speed.

The results in Chapter 4 have been presented in the following publications:

– Y. Cai, Z. Wei, S. Hu, D. W. K. Ng, and J. Yuan, “Resource

Allocation for Power-Efficient IRS-Assisted UAV Communications,”

in Proc. IEEE Intern. Commun. Conf. Workshops (ICC Workshops),

Jun. 2020, pp. 17.

• Chapter 5 studies the joint design of the resource allocation, UAV’s 3D

trajectory, and its flight velocity, as well as the phase shift control of the

IRS in a practical altitude-dependent Rician fading channel for power-

efficient IRS-assisted UAV-NOMA communications. The joint design is

formulated as a non-convex optimization problem to minimize the average

total power consumption of the system taking into account the minimum

data rate requirement of each user and the maximum tolerable outage

probability constraint. Since the formulated problem is non-convex and

highly intractable, we first propose a closed-form phase control policy for

IRS. Then, to handle the intractability caused by the altitude-dependent

Rician fading channel, we employ a deep neural network (DNN) technique
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to approximate the outage-guaranteed effective channel gain. Furthermore,

the obtained results are exploited to serve as a building block for the design

of an iterative optimization algorithm for addressing the design problem.

The results in Chapter 5 have been presented in the following publications:

– Y. Cai, Z. Wei, S. Hu, C. Liu, D. W. K. Ng, and J. Yuan,

“Resource Allocation and 3D Trajectory Design for Power-Efficient

IRS-Assisted UAV-NOMA Communications,” IEEE Trans. Commun.,

major revision, Apr. 2021.

1.5 Summary

This chapter briefly introduces of the 5G wireless networks and UAV

communication techniques, including the research challenges and related

works. Besides, the thesis outline and the main contributions of this thesis

are listed in this chapter.





Chapter 2

Background

2.1 Introduction

In this chapter, we first introduce the related background information of

unmanned arial vehicle (UAV), e.g., different types of UAV and the adopted flight

power consumption model. Subsequently, we briefly introduce the fundamental

knowledge of UAV communications, e.g., the channel models, the definition

of energy eiciency, and the potential multiple access techniques for UAV

communications. Finally, we introduce the optimization-based resource allocation

design framework for UAV communication systems. The materials in this chapter

serve as technical guidelines to provide the necessary background to understand

the works in the later chapters.

2.2 UAV’s Flight Power Consumption Model

There are generally two types of UAVs adopted in wireless communication

systems, i.e., the fixed wing UAV [1] and the rotary wing UAV [3]. In this

thesis, we adopt a rotary wing UAV since it has a higher flexibility than that

19
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of the fixed wing UAV for trajectory and resource allocation design. Due to the

size, weight, and power (SWaP) limitation of the UAV, taking into account the

flight power consumption of the UAV is necessary for the design of the UAV’s

trajectory. The flight power consumption of a rotary wing UAV is given by [3]

Pflight = Po
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where v ∈ R denotes the UAV’s horizontal flight velocity. The physical meanings

of the parameters in (2.1) and (2.2) are summarized in Table 2.1. Note that since

the total power in (2.1) is a non-convex function with respect to (w.r.t.) flight

velocity, which is approximated by a convex function in (2.2) to improve the

model tractability. Fig. 2.1 illustrates the total power in (2.1), the approximated

total power in (2.2), the blade profile power, the induced power, and the parasite

power consumptions in (2.1) versus the flight velocity. We can observe that the

flight velocity with the highest power-efficiency located in the medial range to

strike a balance between the cruising speed and the power consumption. Note

that the power consumption models will be adopted in Chapters 3-5 to facilitate

effective resource allocation design.

2.3 Channel Models

Generally, wireless communication systems operate with electromagnetic (EM)

waves. In theory, a communication channel in the space can be characterized by
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Figure 2.1: The flight power consumption of the rotary-wing UAV.

the Maxwell’s equations [75]:

∂B

∂t
+∇× E = 0, (2.3)

∇ ·D = ρ, (2.4)

∂D

∂t
+∇×H = −J, (2.5)

∇ ·B = 0, (2.6)

where t ∈ R, ρ, and J are the time, the total electric charge density, and the

total electric current density, respectively. ∂·
∂t

denotes the partial derivative of a

function w.r.t. t. Note that E, D, H, B denote the electric field intensities, the

electric displacement, the magnetic field intensities, and the magnetic induction,

respectively. In particular, equation (2.3) is Faraday’s law and illustrates the
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Table 2.1: Notations and physical meaning of variables in power consumption
model.

Notations Physical meaning
Ω Blade angular velocity in radians/second
r Rotor radius in meter
ρ Air density in kg/m3

s Rotor solidity in m3

Ar Rotor disc area in m2

Po Blade profile power in hovering status in watt
Pi Induced power in hovering status in watt
v0 Mean rotor induced velocity in forwarding flight in m/s
d0 Fuselage drag ratio

effect of a altering magnetic field on the electric field. Besides, the Gauss’s law

in divergence condition (2.4) denotes the influence of the changing density on the

electric displacement. Also, the Ampère’s circuital law as in (2.5) is modified

by Maxwell. Finally, (2.6) denotes the fact that the magnetic induction B is

solenoidal.

Despite the high accuracy of the Maxwell’s equations, they are not commonly

adopted in developing communications theory due to their intractabilities. For

example, these equations require the complete knowledge of all physical objects

in the channel such as the distances and the reflecting indices which are generally

not available in ad-hoc wireless communication networks. To strike a balance

between accuracy and model tractability, in wireless communications, stochastic

based channel fading models are introduced to simplify the performance analysis

of wireless communication systems. Roughly speaking, the channel fading in the

area of wireless communication research can be divided into two types:

• Large-scale fading : It is caused by the path loss attenuation of the signal

as a function of distance and shadowing caused by large objects such as

buildings and hills.
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• Small-scale fading : It is caused by the constructive and destructive

additions of the multi-path signals between the transmitter and receiver.

We will discuss both types of fading modelings in the following.

2.3.1 Large-scale Fading Models

Free Space Path Loss Model:

Consider a signal transmitted through the free space without any obstructions

between the transmitter and the receiver. The free-space path loss is defined as

the path loss of the free-space model [76]:

PL (d) [dB] = 10log10

Pt

Pr

= 10log10

(4πd)2

GtGrλ2
, (2.7)

where d is the distance between the transmitter and the receiver, λ is the

wavelength of the information-carrying signal, Pt denotes the transmit power,

Pr denotes the received power, Gt represents the transmit antenna gain, and Gr

is the receiving antenna gain.

Simplified Distance-based Path Loss Model

Depending on the potential application, a further simplified distance-based

path loss model has been widely used in the literature [77, 78] for the ease of

system design and performance analysis. This model emphasizes the impact of

propagation distance d, which is given by:

PL (d) =
1

1 + dnL
, (2.8)

where nL is the path loss exponent. In this model, the path loss is only a simple

function w.r.t. the distance d between the corresponded transmitter and the
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receiver. The simplified distance-based path loss model is adopted in Chapters

3-5 of this thesis.

Shadowing Model

The shadowing effect is the influence on the received signal power fluctuation

due to the objects blocking the propagation path between the transmitter and

the receiver. These fluctuations are experienced through the local-mean square

power, which means that the short-term average eliminates the fluctuations

caused by multi-path fading. The received power fluctuates with a “log-normal”

distribution is given by

PTotal
L (d)[dB] = PL(d)[dB] + ∆PL[dB], (2.9)

where ∆PL ∼ N (0, σ2) and σ2 means the variance of the Gaussian distribution.

In UAV communication systems proposed in this thesis, the shadowing is

negligible since the line-of-sight (LoS) paths dominate the air-to-ground wireless

channel as discussed in the following.

2.3.2 Small-scale Fading Models

The large-scale fading model parameters are associated with the macro-scattering

environment and change relatively slowly over time. In contrast, small-scale

fading models are established primarily to characterize the constructive and

destructive patterns in different multi-path components introduced by the

channel, often showing rapid fluctuations in the signal’s envelope across a small

distance.

Rician Fading Model

When a LoS path dominates the wireless channel than other non-line-of-sight
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Figure 2.2: The vertical AoDs between the UAV and GU.

(NLoS) paths, the commonly adopted channel model is Rician fading model. In

this case, the narrow band channel h can be modeled as

h =

√
κ

κ+ 1
hLoS +

√
1

κ+ 1
∆h, (2.10)

where hLoS denotes the LoS component of the channel h and ∆h ∼ CN (0, σ2).

The Rician factor κ is the ratio of the energy in the LoS path to the energy in

the scattered paths. The magnitude |h| follows a Rician distribution. Thus, this

channel model is referred to as the Rician fading model [79].

Altitude-Dependent Rician Fading Model

In fact, for UAV communication systems, the altitude-dependent Rician factor

for UAV-ground user (GU) link can be modeled by an exponential function [40,

80], which is given by

κ = A1 exp (A2θ) , (2.11)

where θ is the elevation angle-of-departure (AoD) from the UAV to GU, as shown

in Fig. 2.2, and is given by

θ = arctan
(z
d

)
, (2.12)
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Figure 2.3: The Rician factor κ versus the UAV’s flight altitude with different
horizontal distances between the UAV and the GU.

where d denotes the horizontal distance between the UAV and the GU. Note that

A1 > 0 and A2 > 0 are constant parameters related to the terrain environment

and can be obtained via long-term measurements. Then, we can observe that

the Rician factor is bounded by κmin ≤ κ ≤ κmax, where κmin = A1 and κmax =

A1e
A2π/2. Fig. 2.3 illustrates the Rician factor κ versus the UAV’s flight altitude

with difference horizontal distances between the UAV and GU. We can observe

that the Rician factor κ increases as the UAV’s flight altitude increases for all

the considered horizontal distances. In specific, both the Rician factor κ and

its increasing slop are higher when the UAV is horizontally closer to the GU.

The altitude-dependent Rician fading model will be adopted in Chapter 5 of this

thesis.
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2.4 Energy Efficiency

In this section, we introduce the basic definitions of the energy efficiency adopted

in this thesis.

In UAV communication systems, the energy efficiency has emerged as a

new pivotal and fundamental figure of merit since the limited energy capacity

equipped at the UAV. Besides, energy consumptions and related environmental

issues become a hot topic today. In general, energy efficiency is essentially in the

form of a cost-benefit ratio1 to evaluate the amount of data successfully delivered

by utilizing the limited energy resource (bits/Joule) of the system. The energy

efficiency is defined as [10,19,20]

EE =
W log2

(
1 + p|h|2

σ2

)
δp+ PC + Pflight

, (2.13)

whereW , p, h, and σ2 in the numerator represent the bandwidth, the transmission

power, the channel gain, and the noise power, respectively. Note that PC denotes

the static circuit power consumption associated with communications, Pflight

represents the UAV’s flight power consumption as in (2.2), and δ > 1 captures

the inefficiency of the transmit power amplifier2. In the following chapters, the

energy-efficient communication systems are adopted by maximizing the energy

efficiency or minimizing the total power consumption with system performance

requirements. The detail discussion about maximizing the energy efficiency as

the objective is given in Section 2.6.1 and Chapter 3.

1It should be noted that there are alternative types of energy efficiency definitions, such
as from facility level, equipment level, and network level, respectively [81], depending on the
design of specific systems.

2Here, we assume that the power amplifier operates in its linear region and the hardware
power consumption PC is a constant.
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Figure 2.4: Time-division multiple access.

2.5 Fundamental of Multiple Access

Multiple access techniques divide the total dimension of the signaling into chan-

nels and then assign these channels to different users. The multiple access schemes

enable the UAV communications to serve multiple users via limited system

resources. The most commonly adopted methods are to divide the signal space

along the time, frequency, and/or code dimension. In particular, the different

users are allocated by an orthogonal division along these dimension: time-division

multiple access (TDMA), frequency-division multiple access (FDMA), and code-

division multiple access (CDMA).

2.5.1 Orthogonal Multiple Access (OMA)

Time-Division Multiple Access (TDMA)

For TDMA protocol, e.g., global system for mobile communications (GSM)

in the second-generation (2G) communication systems, the time dimension is
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divided into non-overlapping channels and each user is allocated to a different

cyclically repeating time slot, as shown in Fig. 2.4. These TDMA partitive

channels occupy the entire system bandwidth, usually a narrow band for

simplicity. The cyclically repeating time slots imply that the transmission of

each user is bursty across time. As such, a digital transmission technology that

allows buffering is required. Also, TDMA has the advantage that it allows the

flexibility of assigning multiple channels to a single user simply by assigning

multiple time slots, e.g., general packet radio service (GPRS) in 2G, for handling

data-hungry tasks. However, the main difficulty with TDMA is the requirement

for synchronization among different users with different receive distances. For

example, to maintain orthogonal time slots in the received signals, the different

uplink transmitters must be synchronized. In such a way, after transmission

through their respective channels, the received signals remain orthogonal in time.

Besides, multi-path can also destroy time-division orthogonality if the multi-path

delays are a significant fraction of a time slot. Therefore, TDMA channels often

have guard bands between them to compensate for time synchronization errors

and multi-path. In Chapter 5 of this thesis, the TDMA protocol is adopted as a

baseline scheme.

Frequency-Division Multiple Access (FDMA)

In FDMA, the system is divided across the frequency dimension into non-

overlapping channels and each user is allocated to a different frequency channel,

as shown in Fig. 2.5. The channels often have guard bands between them

to compensate for imperfect filters, adjacent channel interference, and spectral

spread due to Doppler. In contrast to TDMA, the transmission is continuous in

time, which requiring real-time signal processing.

Code-Division Multiple Access (CDMA)
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Figure 2.5: Frequency-division multiple access.

In CDMA, the information signals from different users are modulated by

orthogonal spreading codes, e.g., interim standard 95 (IS-95) in the 2G and

wideband-CDMA (WCDMA) in the third-generation (3G) wireless communi-

cation systems. The resulting spread signals simultaneously occupy the same

bandwidth at the same time, as shown in Fig. 2.6. The receiver exploits the

spreading code structure to separate the different users. However, the system

performance is limited by the numbers of code, i.e., 64 code channels in the

downlink of IS-95 while it is interference-limited in the uplink.

2.5.2 Non-Orthogonal Multiple Access (NOMA)

In this section, we follow a similar approach as in [23] to discuss the basic

knowledge of non-orthogonal multiple access (NOMA). Recently, NOMA has

drawn a lot of attentions as an important enabling technique to fulfill the

challenging requirements of the next generation wireless networks, such as massive

connectivity, high spectral efficiency, and improved energy efficiency [82–88]. In
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Figure 2.6: Code-division multiple access.

contrast to conventional orthogonal multiple access (OMA) schemes, NOMA

allows multiple users to share the same degrees of freedom (DoF) via power-

domain and/or code-domain multiplexing at transmitter side and to perform

multi-user detection (MUD) at receiver side to retrieve the messages of multiple

users [83–85]. One can refer to various survey papers in [83–85] for more details. It

is known that NOMA is beneficial to supporting a large number of connections to

achieve resource allocation fairness by introducing controllable symbol collisions

in the same DoF. In recent years, NOMA has been extensively studied in the

literature, e.g., [10, 89–93] and it has been shown that NOMA can achieve

a considerable performance gain over conventional OMA schemes in terms of

spectral efficiency and energy efficiency. In fact, the concept of non-orthogonal

transmissions can be dated back to the 1990s, e.g., [94, 95], which serves as a

foundation for the recent development of NOMA [36, 96–98]. However, NOMA

has rekindled the interests of researchers, due to the benefit of the recent advances

in signal processing and silicon technologies [99,100]. For example, the industrial
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Figure 2.7: A downlink NOMA system model.

community has proposed up to 16 various forms of NOMA as the potential

multiple access schemes for the fifth-generation (5G) networks [101]. Specifically,

the NOMA can be applied on the top of other multiple access protocols.

Fig. 2.7 illustrates a multi-carrier downlink NOMA system with one base

station (BS) and two GUs. In this NOMA system, each subcarrier is multiplexed

with two users concurrently. According to the conventional approach, for GU

1 who has a better channel quality, it should decode and remove the messages

of GU 2 via successive interference cancelation (SIC) before it decodes its own

signal. The power allocation of GU 2 is higher than GU 1 to facilitate decoding.

The application of NOMA to UAVs wireless communication systems have

various advantages, compared with the non-scalable OMA scheme. In particular,

NOMA allows UAVs to reuse the resource blocks which already occupied by

ground users, thus increasing the number of air users that can be supported even

in the case of a high ground user density. For the case where all users located

on the ground, the mobility of the UAV can fully adopt near-farness pairing of
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the GUs to transmit information, which strongly improve the DoF for resource

allocation design.

2.6 Optimization and Resource Allocation De-

signs

In UAV wireless communications, resource allocation is the concept of making the

best use of limited communication resources based on the information available at

the resource allocator to improve the system performance, as shown in Fig. 2.8.

Specifically, resource allocation designs rely on the application of the optimization

theory to optimize the system performance taking into account various quality

of service (QoS) constraints. The available information at the resource allocator

usually includes the channel state information (CSI), the transmit power budget,

the UAV’s trajectory design, and the available bandwidth as well as time

resources. Typically, the resource allocation design objectives are maximizing the

system sum-rate [32,88,102], maximizing the system energy efficiency [19,20,53],

or minimizing the system power consumption [93, 103, 104]. In the following, we

adopt a similar approach as in [23] to discuss the basic knowledge of resource

allocation for wireless communication systems with UAV.

2.6.1 Design Objectives

In the following, we briefly introduce three kinds of design objectives commonly

used in the literature.

System Sum-rate Maximization

Considering a communication system with K users, the objective function for
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Figure 2.8: Optimization-based resource allocation design framework.

maximizing the system sum-rate is given by

P1 : maximize
x∈S

K∑
k=1

Rk (x) , (2.14)

where x ∈ Cn×n denotes the optimization variables, e.g., power allocation, user

scheduling and UAV’s trajectory, and S represents the feasible solution set. The

individual transmission data rate of user k can be expressed as Rk(x).

System Power Consumption Minimization

When the resource allocation design is applied to minimize the system total

power consumption, the objective function is given by

P2 : minimize
x∈S

K∑
k=1

pk(x) + Pflight(x), (2.15)

where pk(x) and Pflight(x) represent the transmit power for user k and the flight

power consumption of the UAV, respectively, which are functions of optimization

variables x, e.g., user scheduling, power allocation, UAV’s trajectory, and rate

allocation, etc. The power consumption minimization as the objective function

is adopted in Chapter 4 and Chapter 5 of this thesis.

System Energy Efficiency Maximization
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When the resource allocation design is applied to maximize the system energy

efficiency, the objective function is given by

P3 : maximize
x∈S

∑K
k=1Rk(x)∑K

k=1 (δpk(x) + PC,k) + Pflight(x)
. (2.16)

In the denominator, 1
δ

and PC,k, represent the efficiency of the power amplifier of

the transmit antenna and the static circuit power consumption associated with

user k, respectively. The system energy-efficiency as the objective function is

adopted in Chapter 3.

2.6.2 QoS Constraint

To satisfy diverse QoS requirements for different applications, different types

of QoS constraints can be incorporated in the problem formulation of resource

allocation designs. In fact, QoS constraints combined with the system resource

limitations usually span the feasible solution set S for the optimization variable,

i.e., x ∈ S. In general, the minimum data rate constraint commonly adopted in

the literature is introduced in the following.

Minimum Data Rate Requirement

The minimum data rate requirement limits the minimum data rate Rmin
k for

user k, i.e.,

Rk(x) ≥ Rmin
k , (2.17)

where Rmin
k is usually preset and obtained during the information collection

phase in Fig. 2.8. The minimum data rate requirement is imposed for resource

allocation design to guarantee the QoS of each user. Hence, introducing a

minimum data rate requirement can effectively balance the system performance

and each user’s QoS requirement, which will be adopted in Chapters 3− 5 of this
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thesis.

2.6.3 Channel Uncertainty Model

The robust resource allocation design is necessary to offer wireless communication

systems to against the channel uncertainty. In this part, we introduce two models

for the robust communications adopted in this thesis, i.e., the probabilistic model

and the worst case model.

Probabilistic Model

For the probabilistic model, the channel uncertainty can be expressed as:

h = ĥ + ∆h, (2.18)

where ∆h ∈ Cn×1 ∼ CN (µ, σ2) denotes the distribution of the channel

uncertainty, which is adopted in Chapter 5 of the thesis and the commonly

adopted the related outage probability constraint is introduced in the following.

Outage Probability Requirement

For a communication system with imperfect CSI at transmitter side, there

exists a non-zero probability that the scheduled data rate exceeds the instan-

taneous channel capacity. In this case, even applying powerful error correction

coding cannot prevent packet error and thus an outage occurs. As a result,

the outage probability for the communication link of user k for given estimated

channel ĥ can be defined as

Pout,k(x) = Pr{Ck(x) < Rk(x)|ĥ}, (2.19)

where Rk(x) is the allocated data rate for user k and Ck(x) is the channel

capacity of the communication link for user k. They both depend on the resource
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allocation policy and the channel fading between the UAV and the users. Thus

the outage probability is a function of the resource allocation variables and UAV’s

trajectory, i.e., x. The outage probability constraint has been employed for

resource allocation design to enhance the communication reliability [93, 105]. In

particular, the outage probability of user k should be smaller than the maximum

tolerable outage probability Pout,k, i.e.,

Pout,k (x) ≤ Pout,k. (2.20)

This probabilistic constraint takes the CSI imperfectness into consideration and

hence is very useful for robust resource allocation in wireless communications. We

note that the robust resource allocation design based on outage probability only

needs to know the statistical CSI at the transmitter, rather than the instantaneous

CSI. This makes the outage-constrained resource allocation design more practical

since statistical CSI is usually available based on the long term measurements

and does not change so fast as the instantaneous CSI. The outage probability

requirement will be adopted in Chapter 5 of this thesis.

Worst-Case Model

For the worst case model, the channel uncertainty can be expressed as the

same function in (2.18), where |∆h| ≤ ρ denotes the channel estimation error.

ρ ≥ 0 represents the maximum value of the estimation error. The worst case

model will be adopted in Chapter 3 of this thesis.

2.7 Summary

In this chapter, we present the background materials on wireless communications

and resource allocation which are closely related to and required by the research
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work in this thesis. The main points presented in this chapter are summarized

as follows.

• We briefly introduced the adopted UAV’s flight power consumption model.

• We introduced the channel fading in wireless communications and presented

the typical channel models adopted in the later chapters.

• We provided some basic knowledge and definitions on the system energy

efficiency.

• We also presented the optimization-based resource allocation design frame-

work, including the commonly adopted design objectives and the QoS

constraints.



Chapter 3

Joint Trajectory and Resource

Allocation Design for

Energy-Efficient Secure UAV

Communication Systems

3.1 Introduction

In this chapter, we study the joint trajectory, resource allocation, and jam-

ming policy design for energy-efficient secure unmanned aerial vehicle (UAV)-

orthogonal frequency division multiple access (OFDMA) communication systems.

In particular, an information UAV provides energy-efficient secure communication

for multiple legitimate users adopting OFDMA in the existence of multiple

eavesdroppers, with the assistance of a multiple-antenna jammer UAV patrolling

with a fixed trajectory. The joint design is formulated as a non-convex

optimization problem to maximize the system energy efficiency taking into

39
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ENERGY-EFFICIENT SECURE UAV COMMUNICATION SYSTEMS

Figure 3.1: A UAV-OFDMA system with a multi-antenna jammer UAV, multiple
legitimate users, and multiple potential eavesdroppers. The dotted circles denote
the uncertainty of the eavesdroppers.

account the maximum tolerable leakage signal-to-interference-plus-noise ratio

(SINR) to eavesdroppers and the minimum individual user data rate requirement.

Since the formulated problem is non-convex which is generally intractable, we

propose an iterative algorithm to achieve a suboptimal solution of the formulated

problem. To this end, we first divide the formulated problem into two sub-

problems and solve them alternatively via alternating optimization. In each

iteration, a suboptimal solution can be achieved by employing successive convex

approximation (SCA) and the Dinkelbach method with fast convergence.
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3.2 System Model

A UAV-based OFDMA1 communication system is considered which consists of a

UAV serving as an information transmitter, K legitimate users, and another UAV

serving as a jammer to combat E non-cooperative potential eavesdroppers, as

shown in Fig. 3.1. The information UAV, the legitimate users, and the potential

eavesdroppers are single-antenna devices. On the other hand, we assume that

the jammer UAV is equipped with NJ = NJx × NJy antennas such that NJ >

E. Besides, artificial noise is generated from the jammer UAV and is steered

towards eavesdroppers for ensuring communication security. To facilitate the

system design and simplicity, the jammer UAV patrols the service area with a

fixed trajectory and a constant flight velocity2 Note that although the jammer

UAV cruises with a defined trajectory, it can generate focused artificial noise

to interference the eavesdroppers via exploiting the spatial degrees of freedom

(DoF) brought by the multiple antennas. We assume that the total bandwidth

and the time duration of the system are divided equally into NF subcarriers and

N time slots, respectively. Besides, in the system, we assume that the information

UAV and the jammer UAV operate at a constant altitude3 H and all the ground

1In this chapter, we consider a more general problem formulation where user scheduling
is performed in subcarrier-level. This study is applicable to the special case where resource
allocation is performed in resource block levels.

2In this paper, we assume that the jammer UAV has a fixed trajectory and a constant flight
velocity to simplify the design of resource allocation. Note that the proposed framework can
achieve a superior performance compared to existing designs, e.g., [35,44], as will be verified in
the simulation section. Optimizing multi-antenna information UAVs trajectory is an interesting
but challenging work and will be considered in our future study.

3We note that since the channel between the UAV and the ground terminals are LoS
dominated [44, 57, 58], the UAVs would fly at the lowest allowable flight altitude to obtain
a higher channel gain for maximizing the system energy efficiency. Thus, we consider a fixed
UAVs’ flight altitude of H = 100 m. Since the constant flight altitude does not affect our design,
it can be easily extended to different scenarios when the information UAV and the jammer UAV
have different flight altitudes. The design of variable H is an interesting topic which will be left
for future work.
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nodes, i.e., legitimate users and eavesdroppers, are fixed during N time slots.

To facilitate secure communication, artificial noise is generated zJ
i [n] ∈ CNJ×1 on

subcarrier i ∈ {1, . . . , NF} at time slot n ∈ {1, . . . , N} by the jammer UAV. Note

that the duration of each time slot n is denoted by τ . Furthermore, we assume

that zJ
i [n] can be modeled by a complex Gaussian random vector:

zJ
i [n] ∼ CN (0,ZJ

i [n]), (3.1)

where ZJ
i [n] ∈ HNJ with ZJ

i [n] � 0 represents the covariance matrix of the

artificial noise on subcarrier i at time slot n. The artificial noise signal zJ
i [n]

is unknown to both the legitimate receivers and the potential eavesdroppers. We

introduce a multi-antenna jammer UAV to assist the UAV-based communication

system to guarantee secure communication. Although the additional artificial

noise generated by the jammer UAV may cause interference to legitimate

ground users, the artificial noise is optimized and mainly focused on the

eavesdroppers. If the jamming does not improve the system performance, the

proposed optimization framework will set ZJ
i [n] = 0 automatically to shut down

the artificial noise transmission. In the considered system, the air-to-ground

channel is dominated by line-of-sight (LoS) links with a reasonable flight height

and all size [106, 107]. To simplify the design in the sequel, we assume that the

channel is modeled by pure LoS links as commonly adopted in the literature,

e.g., [1, 38,43,57]. As the UAV communication channel is dominated by the LoS

links4, the channel state information (CSI) between each node and each UAV can

be determined by its location [4, 43, 44, 57, 58, 108]. Besides, the desired ground

4Based on field measurements [106,107], the air-to-ground links between the UAVs and the
ground terminals are LoS channels in rural areas when the flight altitude of a UAV is 100 meters
and the length of side of the service area is 500 meters. Besides, the adopted LoS model can
facilitate the design of resource allocation and trajectory in the sequel.
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node users perform handshaking with the system regularly such that accurate

location information is available for resource allocation design. In contrast, since

potential eavesdroppers are usually less active in the systems, we assume that

only the estimations of their locations are available. Thus, the distances between

the information UAV and user k ∈ {1, . . . , K} as well as the jammer UAV5 and

user k at time slot n are given by

dIU
k [n] =

√
‖tU

k − tI[n]‖2 +H2 and (3.2)

dJU
k [n] =

√
‖tU

k − tJ[n]‖2 +H2, (3.3)

respectively. tU
k = [xU

k , y
U
k ]T ∈ R2×1 represents the location of ground user k,

tI[n] = [xI[n], yI[n]]T ∈ R2×1 and tJ[n] = [xJ[n], yJ[n]]T ∈ R2×1 represent the

horizontal location of the information UAV and the jammer UAV at time slot n,

respectively. Similarly, the distance between the information UAV and potential

eavesdropper e ∈ {1, . . . , E} is given by

dIE
e [n] =

√
‖t̂E

e + ∆tE
e − tI[n]‖2 +H2 (3.4)

and the distance between the jammer UAV and eavesdropper e at time slot n is

given by

dJE
e [n] =

√
‖t̂E

e + ∆tE
e − tJ[n]‖2 +H2, (3.5)

where t̂E
e = [x̂E

e , ŷ
E
e ]T ∈ R2×1 represents the estimated location of potential

eavesdropper e and ∆tE
e = [∆xE

e ,∆y
E
e ]T ∈ R2×1 denotes the estimation error of

5We assume that all the antennas have roughly the same distance between the jammer UAV
and user k. In fact, this assumption generally holds as antenna separation at the jammer is
generally much shorter compared to the distance between the jammer UAV and ground users.
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Table 3.1: Notations and physical meaning of variables in power consumption
model.

Notations Physical meaning
Ω Blade angular velocity in radians/second
r Rotor radius in meter
ρ Air density in kg/m3

s Rotor solidity in m3

Ar Rotor disc area in m2

Po Blade profile power in hovering status in watt
Pi Induced power in hovering status in watt
v0 Mean rotor induced velocity in forwarding flight in m/s
d0 Fuselage drag ratio

t̂E
e . Without loss of generality, we assume that the estimation error satisfies [44]

‖∆tE
e ‖2 ≤ (QE

e )2, (3.6)

where QE
e is the radius defining the circular uncertain region centered at the

estimated location of eavesdropper e. In this chapter, we adopt this worst case

model instead of the probabilistic model [19] as the probabilistic model can be

easily converted to the deterministic model under some mild conditions [109].

3.2.1 UAV Power Consumption Model

To facilitate the design of energy-efficient resource allocation, the system power

consumption is defined as follows. The flight power consumption for the rotary-

wing UAV is a function of its flight velocity. In particular, the flight power

consumption models of the information UAV and the jammer UAV are given
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by [3]:

P I
flight[n] = Po

(
1 +

3‖vI[n]‖2

Ω2r2

)
+

Piv0

‖vI[n]‖
+

1

2
d0ρsAr‖vI[n]‖3 and (3.7)

P J
flight[n] = Po

(
1 +

3‖vJ[n]‖2

Ω2r2

)
+

Piv0

‖vJ[n]‖
+

1

2
d0ρsAr‖vJ[n]‖3, (3.8)

respectively, where vI[n] = [vI
x[n], vI

y[n]]T ∈ R2×1 and vJ[n] = [vJ
x[n], vJ

y [n]]T ∈

R2×1. The notations and the physical meanings of the variables in (3.7) and (3.8)

are summarized in Table 3.1. We can observe that the flight power consumption

is a convex function with respect to (w.r.t.) the flight velocity for both the

information UAV and the jammer UAV. In this work, we assume that the

trajectory of the jammer UAV follows a fixed path with a fixed velocity [110].

In fact, vJ[n] is selected by the most energy-efficient flying velocity according

to the setting in [3]. Since the jammer UAV is equipped with an antenna

array, the beamformed artificial noise can combat the channels of eavesdroppers

deliberately for providing secure communication to legitimate users. The total

power consumption of the information UAV and the jammer UAV at time slot

n in Joules-per-second (J/sec) includes the communication power and the flight

power which can be modeled as

P I
total[n] =

K∑
k=1

NF∑
i=1

sI
k,i[n]pI

k,i[n]︸ ︷︷ ︸
Information signals power

ζI + P I
C + P I

flight[n] and (3.9)

P J
total[n] =

NF∑
i=1

Tr(ZJ
i [n])︸ ︷︷ ︸

Jamming signals power

ζJ + P J
C + P J

flight[n], (3.10)

respectively. The constants ζI, ζJ ≥ 1 denote the power inefficiency of the power

amplifier at the information UAV and the jammer UAV, respectively. Variable



46
3. JOINT TRAJECTORY AND RESOURCE ALLOCATION DESIGN FOR

ENERGY-EFFICIENT SECURE UAV COMMUNICATION SYSTEMS

Figure 3.2: Downlink LoS channel model between the jammer UAV and the
ground terminals. The left hand side figure shows the vertical AoDs, θJU

k [n] and
θJE
e [n], for user k and eavesdropper e, respectively. The right hand side figure

shows the horizontal AoDs, ςJU
k [n] and ςJE

e [n], for user k and eavesdropper e,
respectively.

pI
k,i[n] denotes the information transmit power allocation for user k on subcarrier

i at time slot n. P I
C and P J

C denote the constant circuit power consumptions of

the information UAV and the jammer UAV, respectively. The binary variable

sI
k,i[n] = 1 represents that subcarrier i is assigned to user k at time slot n.

Otherwise, sI
k,i[n] = 0.

3.2.2 Downlink Channel Model

We assume that the channels from the UAVs to all ground receivers are dominated

by the LoS paths and the Doppler effect is well compensated. Thus, the channel

power gain between the information UAV and user k as well as eavesdropper e at

time slot n can be characterized by the commonly adopted free-space path loss

model, [3, 31], which are given by

hIU
k [n] =

β0

(dIU
k [n])2

=
β0

‖tk − tI[n]‖2 +H2
and (3.11)

hIE
e [n] =

β0

(dIE
e [n])2

=
β0

‖t̂e + ∆te − tI[n]‖2 +H2
, (3.12)
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respectively. The constant β0 represents the channel power gain at a reference

distance. Besides, the channel vectors between the jammer UAV and user k as

well as between eavesdropper e at time slot n are given by

hJU
k [n] =

(
1, e−j

2π∆J
λc

sin θJU
k [n] cos ςJU

k [n], . . . e−j
2π∆J
λc

sin θJU
k [n](NJx−1) cos ςJU

k [n]

)T

⊗
(

1, e−j
2π∆J
λc

sin θJU
k [n] sin ςJU

k [n], . . . e−j
2π∆J
λc

sin θJU
k [n](NJy−1) sin ςJU

k [n]

)T

(3.13)

and

hJE
e [n] =

(
1, e−j

2π∆J
λc

sin θJE
e [n] cos ςJE

e [n], . . . e−j
2π∆J
λc

sin θJE
e [n](NJx−1) cos ςJE

e [n]

)T

⊗
(

1, e−j
2π∆J
λc

sin θJE
e [n] sin ςJE

e [n], . . . e−j
2π∆J
λc

sin θJE
e [n](NJy−1) sin ςJE

e [n]

)T

, (3.14)

respectively6 [79], [111]. λc represents the wavelength of the carrier center

frequency and ∆J is the antenna separation at the jammer UAV. NJx and

NJy represent the number of the rows and columns of the antenna array.

As shown in Fig. 3.2, θJU
k [n] and θJE

e [n] denote the vertical angle of depar-

ture (AoD) from the jammer antenna array to user k and eavesdropper e,

respectively. ςJU
k [n] and ςJE

e [n] denote the horizontal AoD from the jammer

antenna array to user k and eavesdropper e, respectively. We note that

sin θJU
k [n] = H√

‖tU
k−tJ[n]‖2+H2

, sin θJE
e [n] = H√

‖t̂E
e +∆tE

e−tJ[n]‖2+H2
, sin ςJU

k [n] =

‖xU
k−x

J[n]‖
‖tU
k−tJ[n]‖ , sin ςJE

e [n] = ‖x̂E
e +∆xE

e−xJ[n]‖
‖t̂E
e +∆tE

e−tJ[n]‖ cos ςJU
k [n] =

‖yU
k −y

J[n]‖
‖tU
k−tJ[n]‖ , and cos ςJE

e [n] =

‖ŷE
e +∆yE

e −yJ[n]‖
‖t̂E
e +∆tE

e−tJ[n]‖ . Specifically, the multi-antenna wireless channel between the

jammer UAV and the potential eavesdroppers captures the location uncertainty

6Note that hJU
k [n] and hJE

e [n] are known when the jammer UAV has a fixed trajectory.
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in cos ςJE
e [n]. For notational simplicity, we define

HJU
k [n] = hJU

k [n](hJU
k [n])H and (3.15)

HJE
e [n] = hJE

e [n](hJE
e [n])H, (3.16)

where HJU
k [n] � 0, HJE

e [n] � 0, HJU
k [n] ∈ HNJ , and HJE

e [n] ∈ HNJ . Subsequently,

the received interference power from the jammer UAV to users and eavesdroppers

can be written as Tr(HJU
k [n]ZJ

i [n]) and Tr(HJE
e [n]ZJ

i [n]), respectively.

3.3 Resource Allocation and Trajectory Design

3.3.1 System Achievable Rate and Energy Efficiency

The achievable data rate for user k on subcarrier i at time slot n is given by

RU
k,i[n] = WsI

k,i[n] log2(1 + ΓIU
k,i[n]), (3.17)

where ΓIU
k,i[n] denotes the received signal-to-interference-plus-noise ratio (SINR)

at user k on subcarrier i in time slot n and it is given by

ΓIU
k,i[n] =

pI
k,i[n]hIU

k [n]

AU
k [n]Tr(HJU

k [n]ZJ
i [n]) +WN0

, (3.18)

where AU
k [n] = β0

‖tU
k−tJ[n]‖2+H2 denotes the attenuation in the LoS path between the

jammer UAV to user k at time slot n. W represents the subcarrier bandwidth and

N0 is the power spectral density of the additive white Gaussian noise (AWGN).

On the other hand, the information data rate leakage to potential eavesdropper
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e on subcarrier i for user k at time slot n is given by

RE
k,e,i[n] = WsI

k,i[n] log2(1 + ΓIE
k,e,i[n]), (3.19)

where ΓIE
k,e,i[n] denotes the received SINR at eavesdropper e on subcarrier i in

time slot n and it is given by

ΓIE
k,e,i[n] =

pI
k,i[n]hIE

e [n]

AE
e [n]Tr(HJE

e [n]ZJ
i [n]) +WN0

, (3.20)

where AE
e [n] = β0

‖t̂E
e +∆tE

e−tJ[n]‖2+H2 denotes the attenuation in the LoS path

between the jammer UAV and eavesdropper e at time slot n. Clearly, the artificial

noise generated by the jammer UAV interferes the channels of both legitimate

user k and eavesdropper e.

Thus, the system energy efficiency in bits-per-Joule (bits/J) is defined as

EE(A,P ,Z, TI ,VI) =

∑N
n=1

∑K
k=1

∑NF

i=1 R
U
k,i[n]∑N

n=1 P
I
total[n] + P J

total[n]
, (3.21)

whereA = {sI
k,i[n],∀k, i, n} is the user scheduling variable set, P = {pI

k,i[n],∀k, i, n}

is the transmit power7 variable set, Z = {ZJ
i [n],∀i, n} is the covariance matrix

set of the artificial noises, TI = {tI[n],∀n} is the set of the information UAV’s

trajectory variables, and VI = {vI[n],∀n} is the set of the information UAV’s

flight velocity variables.

7In the considered system, although the flight power consumption is larger than the commu-
nication power, optimizing both the flight power and the communication power consumption
are important to improve the system energy efficiency and to guarantee communication security.
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3.3.2 Optimization Problem Formulation

The energy-efficient design of user scheduling, transmit power allocation, UAVs’

trajectory, and UAV’s flight velocity is formulated as the following optimization

problem8:

maximize
A,P,Z,TI ,VI

EE(A,P ,Z, TI ,VI) (3.22)

s.t. C1 : sI
k,i[n] ∈ {0, 1}, ∀k, i, n,

C2 :
K∑
k=1

sI
k,i[n] ≤ 1,∀i, n,

C3a : pI
k,i[n] ≥ 0,∀k, i, n, C3b : ZJ

i [n] � 0,∀i, n,

C4a :
K∑
k=1

NF∑
i=1

sI
k,i[n]pI

k,i[n] ≤ P I
peak,∀n, C4b :

NF∑
i=1

Tr(ZJ
i [n]) ≤ P J

peak, ∀n,

C5a : P I
total[n] ≤ P I

max,∀n, C5b : P J
total[n] ≤ P J

max,∀n,

C6 :
1

N

N∑
n=1

NF∑
i=1

RU
k,i[n] ≥ Rmin,∀k,

C7 : max
‖∆tE

e ‖≤QE
e

ΓIE
k,e,i[n] ≤ Γth, ∀k, e, i, n,

C8 : tI[0] = tI
0,

C9 : tI[N ] = tI
F,

C10 : tI[n+ 1] = tI[n] + vI[n]τ, n = 1, ..., N − 1,

C11 : ‖vI[n]‖ ≤ V I
max, ∀n,

C12 : ‖vI[n+ 1]− vI[n]‖ ≤ V I
acc, n = 1, ..., N − 1,

C13 : ‖tI[n]− tJ[n]‖2 ≥ d2
min,∀n.

8Note that the solution proposed in the chapter can be easily extended to the case of 3D
aviation.
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Note that C1 and C2 are user scheduling constraints such that each subcarrier

can be assigned to at most one user at each time slot to avoid multiple access

interference (MAI). C3a and C3b are the non-negative transmit power constraints

for information and jammer UAVs, respectively. P I
peak and P J

peak in C4a and

C4b are the peak transmit power for the information UAV and the jammer

UAV at each time slot, respectively, which is limited by the output range of the

corresponding power amplifier. Constants P I
max and P J

max in C5a and C5b are the

maximum budget for total power consumption of information UAV and jammer

UAV at each time slot, respectively, which are limited by the corresponding

battery maximum output power. Rmin in C6 denotes the minimum required

individual user data rate over the whole flight duration. Γth in C7 is the

maximum tolerable SINR threshold for eavesdropper e attempting to eavesdrop

the information of user k on subcarrier i at timeslot n. Note that constraint C7

takes into account the location uncertainty of the potential eavesdroppers. C8

and C9 indicate the required UAV’s initial and final locations, respectively. C10

draws the connections between the UAV’s velocity and the displacement between

two consecutive time slots for the information UAV9. V I
max in C11 is the maximum

flight velocity constraint for the information UAV. V I
acc in constraint C12 is the

maximum allowable acceleration for the information UAV in a given time slot.

C13 limits the minimum distance between the information UAV and the jammer

UAV to avoid possible collision.

Remark 1. In the considered system, secure communication can be guaranteed

when Rmin > log2(1 + Γth),∀k, holds with a minimum secrecy rate given by

Rmin − log2(1 + Γth). Compared to some works directly optimizing the system

9Note that the flight velocity of a UAV can be expressed as a function of its trajectory for a
given constant time slot duration τ . Yet, expressing the flight power consumption as a function
of trajectory would complicate the resource allocation design. Therefore, we introduce the flight
velocity variable vI[n] to simplify the problem formulation.
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Figure 3.3: A flow chart of the proposed iterative algorithm.

secrecy rate, the parameters Rmin and Γth in our work are chosen by the system

operator which can be adopted for different applications requiring different levels

of communication security. This formulation provides flexibility in designing

resource allocation algorithms and has been widely adopted, e.g., [11, 104].

3.4 Problem Solution

The formulated problem in (3.22) is non-convex. In general, a brute force ap-

proach is required to obtain a globally optimal solution which is computationally

intractable even for a moderate size of system. To facilitate a low computational

complexity design of resource allocation and trajectory, we aim at designing an

efficient suboptimal solution. In particular, the divide and conquer philosophy

is adopted, where the global problem is divided into several subproblems and

he subproblems are solved iteratively. In particular, we divide the problem

(3.22) into two sub-problems and solve them iteratively utilizing the alternating

optimization to achieve a suboptimal solution of the original problem [112].
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Specifically, as shown in Fig. 3.3, sub-problem 1 optimizes the user scheduling,

A, the information transmit power allocation, P , and the artificial noise, Z, for a

given feasible information UAV’s trajectory, TI , and its flight velocity, VI . Sub-

problem 2 aims to optimize the information UAV’s trajectory, TI , and its flight

velocity, VI , under a given feasible user scheduling, A, transmit power allocation,

P , and artificial noise, Z. The proof details on the convergence of the alternating

optimization approach can be found in [112]. Now, we first study the solution of

sub-problem 1.

3.4.1 Sub-problem 1: Optimizing User Scheduling, Com-

munication Transmit Power Allocation, and Artifi-

cial Noise

For a given information UAV’s trajectory TI and its flight velocity VI , we can

express sub-problem 1 as the following optimization problem:

maximize
A,P,Z

∑N
n=1

∑K
k=1

∑NF

i=1R
U
k,i[n]∑N

n=1

(
P I

total[n] + P J
total[n]

) (3.23)

s.t. C1,C2,C3a− C5a,C3b− C5b,C6,C7,

where RU
k,i[n] in (3.17) is a non-convex function w.r.t. the joint optimization of

sI
k,i[n], pI

k,i[n], and ZJ
i [n] since the division between pI

k,i[n] and ZJ
i [n]. Thus, we

can rewrite it to a substraction function as

RU
k,i[n] = WsI

k,i[n] log2

(
Tr(HJU

k [n]ZJ
i [n]) +WN0 + pI

k,i[n]hIU
k [n]

)
−WsI

k,i[n] log2

(
WN0 + Tr(HJU

k [n]ZJ
i [n])

)
. (3.24)
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The problem in (3.23) is non-convex and the non-convexity arises from the

objective function and constraints C1, C4a, C5a, C6, and C7. In order to

solve sub-problem 1 in (3.23), we first handle the coupling of sI
k,i[n]pI

k,i[n] and

sI
k,i[n]ZJ

i [n] by introduce two auxiliary variables p̃I
k,i[n] = sI

k,i[n]pI
k,i[n],∀k, i, n,

and Z̃J
k,i[n] = sI

k,i[n]ZJ
i [n], ∀k, i, n. Then, by applying the big-M reformulation

[97, 113, 114], the couplings are resolved by introducing the following equivalent

constraints:

C14 : p̃I
k,i[n] ≤ pI

k,i[n],∀k, i, n,

C15 : p̃I
k,i[n] ≥ pI

k,i[n]− (1− sI
k,i[n])P I

peak,∀k, i, n,

C16 : p̃I
k,i[n] ≥ 0,∀k, i, n,

C17 : p̃I
k,i[n] ≤ sI

k,i[n]P I
peak,∀k, i, n,

C18 : Z̃J
k,i[n] � ZJ

i [n],∀k, i, n,

C19 : Z̃J
k,i[n] � ZJ

i [n]− (1− sI
k,i[n])P J

peakINJ
,∀k, i, n,

C20 : Z̃J
k,i[n] � 0,∀k, i, n,

C21 : Z̃J
k,i[n] � sI

k,i[n]P J
peak,∀k, i, n.

Then, we handle the binary user scheduling constraint C1 in optimization problem

(3.23) by rewriting constraint C1 in its equivalent form as:

C1a :
N∑
n=1

K∑
k=1

NF∑
i=1

sI
k,i[n]− (sI

k,i[n])2 ≤ 0, (3.25)

C1b : 0 ≤ sI
k,i[n] ≤ 1,∀k, i, n, (3.26)

where sI
k,i[n] is a continuous variable with a value between zero and one.

Specifically, the continuous version of sI
k,i[n] serves as a time-sharing factor for

user k in utilizing subcarrier i at time slot n. However, constraint C1a is a
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reverse convex function [103, 115]. In order to handle this non-convexity [97],

based on [103,116,117] and for χ� 1, the problem in (3.23) can be equivalently

transformed as:

maximize
A,P,P̃,Z,Z̃

N∑
n=1

K∑
k=1

NF∑
i=1

R̃U
k,i[n]− χ

(
sI
k,i[n]− (sI

k,i[n])2
)

∑N
n=1(P̃ I

total[n] + P J
total[n])

(3.27)

s.t. C1b,C2,C3a,C3b− C5b,C7,C14− C21,

C̃4a :
K∑
k=1

NF∑
i=1

p̃I
k,i[n] ≤ P I

peak,∀n,

C̃5a : P̃ I
total[n] ≤ P I

max, ∀n,

C̃6 :
1

N

N∑
n=1

NF∑
i=1

R̃U
k,i[n] ≥ Rmin,∀k,

where P̃ = {p̃I
k,i[n],∀k, i, n}, Z̃ = {Z̃J

k,i[n],∀k, i, n},

R̃U
k,i[n] = DI

k,i[n]−DII
k,i[n] (3.28)

DI
k,i[n] = WsI

k,i[n] log2

(
WN0 +

Tr(HJU
k [n]Z̃J

k,i[n]) + p̃I
k,i[n]hIU

k [n]

sI
k,i[n]

)
,∀k, i, n,

(3.29)

DII
k,i[n] = WsI

k,i[n] log2

(
Tr(HJU

k [n]Z̃J
k,i[n])

sI
k,i[n]

+WN0

)
,∀k, i, n, and (3.30)

P̃ I
total[n] =

K∑
k=1

NF∑
i=1

p̃I
k,i[n] + P I

C + P I
flight[n]. (3.31)

The variable χ� 1 acts as a penalty factor for accounting the objective function

for any sI
k,i[n] that is not equal to 0 or 1. Note that the problem in (3.27) is

still non-convex and the non-convexity arises from the objective function and

constraint C̃6. Thus, we handle the data rate in the objective function and

constraint C̃6 since it is the difference of convex (DC) functions. Based on the
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SCA and [110, 116], for given feasible points (sI
k,i[n])j

A1
and (Z̃J

k,i[n])j
A1

, a lower

bound of the data rate can be obtained by its first-order Taylor expansion as

R̃U
k,i[n] ≥ (R̃U

k,i,lb[n])j
A1

= DI
k,i[n]− (DII

k,i,ub[n])j
A1

= DI
k,i[n]−

[
(DII

k,i[n])j
A1

+∇ADII
k,i[n]× (sI

k,i[n]− (sI
k,i[n])j

A1

)

+∇{Z̃}r,cD
II
k,i[n]× ({Z̃J

k,i[n]}r,c − {(Z̃J
k,i[n])j

A1}r,c)
]
, (3.32)

where r ∈ {1, ..., NJxNJy}, c ∈ {1, ..., NJxNJy}, (DII
k,i,ub[n])j

A1
, ∇ADII

k,i[n](sI
k,i[n]−

(sI
k,i[n])j

A1
), and ∇{Z̃}r,cD

II
k,i[n]({Z̃J

k,i[n]}r,c − {(Z̃J
k,i[n])j

A1}r,c) are given by

(DII
k,i[n])j

A1

= W (sI
k,i[n])j

A1

log2

(
Tr(HJU

k [n](Z̃J
k,i[n])j

A1
)

(sI
k,i[n])jA1 +WN0

)
,∀k, i, n,

(3.33)

∇ADII
k,i[n](sI

k,i[n]− (sI
k,i[n])j

A1

)

= W log2

(
Tr(HJU

k [n](Z̃J
k,i[n])j

A1
)

(sI
k,i[n])jA1 +WN0

)
(sI
k,i[n]− (sI

k,i[n])j
A1

)

−
WTr

(
HJU
k [n](Z̃J

k,i[n])j
A1)

(sI
k,i[n]− (sI

k,i[n])j
A1

)

(Tr(HJU
k [n](Z̃J

k,i[n])jA1) +WN0(sI
k,i[n])jA1) ln 2

,∀k, i, n, and (3.34)

∇{Z̃}r,cD
II
k,i[n]({Z̃J

k,i[n]}r,c − {(Z̃J
k,i[n])j

A1}r,c)

=
W (sI

k,i[n])j
A1{HJU

k [n]}c,r({Z̃J
k,i[n]}r,c − {(Z̃J

k,i[n])j
A1}r,c)

(Tr(HJU
k [n](Z̃J

k,i[n])jA1) +WN0(sI
k,i[n])jA1) ln 2

,∀k, i, n, r, c. (3.35)

respectively. Similarly, we can obtain an upper bound of the penalty part as

sI
k,i[n]− (sI

k,i[n])2

≤(Ak,i,ub[n])j
A1

=sI
k,i[n]−

(
(sI
k,i[n])j

A1)2
+ 2(sI

k,i[n])j
A1(

sI
k,i[n]− (sI

k,i[n])j
A1)

. (3.36)
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Then, we handle constraint C7 in (3.27) by considering its subset:

max
‖∆tE

e ‖≤QE
e

pI
k,i[n]hIE

e [n]

Tr(HJE
e [n]ZJ

i [n]) +WN0

≤ max
‖∆tE

e ‖≤QE
e

pI
k,i[n]hIE

e [n]

min
‖∆tE

e ‖≤QE
e

Tr(HJE
e [n]ZJ

i [n]) +WN0

=

max
‖∆tE

e ‖≤QE
e

pI
k,i[n]hIE

e [n]

min
‖∆tE

e ‖≤QE
e

Tr(HJE
e [n]ZJ

i [n]) +WN0

≤ Γth. (3.37)

This safe approximation [12, 118] imposes a more stringent constraint on the

leakage SINR and solving the corresponding problem provides a performance

lower bound of the original problem.

After applying (3.32)-(3.37) to (3.27), a suboptimal solution of (3.27) can be

obtained by solving

maximize
A,P,P̃,Z,Z̃

N∑
n=1

K∑
k=1

NF∑
i=1

(R̃U
k,i,lb[n])j

A1 − χ(Ak,i,ub[n])j
A1

∑N
n=1(P̃ I

total[n] + P J
total[n])

(3.38)

s.t. C1b,C2,C3a, C̃4a, C̃5a,C3b− C5b,C14− C21,

˜̃
C6 :

1

N

N∑
n=1

NF∑
i=1

(R̃U
k,i,lb[n])j

A1 ≥ Rmin,∀k,

C̃7 : pI
k,i[n] max

‖∆tE
e ‖≤QE

e

hIE
e [n]

≤ Γth

(
Tr( min
‖∆tE

e ‖≤QE
e

HJE
e [n]ZJ

i [n]) +WN0

)
,∀k, e, i, n.

Then, for improving the quality of the obtained suboptimal solutions, we update

the feasible solution, (sI
k,i[n])j

A1
and (Z̃J

k,i[n])j
A1

, obtained by solving (3.38) in the

SCA iteratively, cf. Main loop in Algorithm 3.1.

Now, we discuss the methodology for solving sub-problem 1 in (3.38). In

particular, we tackle the fractional form objective function in (3.38). Let q∗1 be
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Algorithm 3.1 Proposed Algorithm for Solving Sub-problem 1 in (3.23)

1: Initialize the convergence tolerance ε1 → 0, the maximum number of
iterations for main loop JA1

max, the initial iteration index jA1 = 1, and the

initial system energy efficiency qj
A1

1 = 0
2: repeat {Main Loop: SCA}
3: Set jA1 = jA1 + 1

4: Using Algorithm 3.2 to obtain {A(jA1), P(jA1), P̃(jA1)
, Z(jA1), Z̃(jA1)} and

q
(jA1)
1

5: until jA1 = JA1
max or

|q(jA1)
1 −q(jA1+1)

1 |

q
(jA1)
1

≤ ε1

6: Return {A∗, P∗, P̃∗, Z∗, Z̃∗} = {A(jA1), P(jA1), P̃(jA1)
, Z(jA1), Z̃(jA1)} and

q∗1 = q
(jA1)
1

the maximum system energy efficiency of sub-problem 1 which is given by

q∗1 =
R(A∗, P̃∗, Z̃∗)
P (P̃∗,Z∗)

= maximize
A,P,P̃,Z,Z̃∈F

R(A, P̃ , Z̃)

P (P̃ ,Z)
, (3.39)

where A∗, P∗, P̃∗, Z∗, and Z̃∗ are the optimal value sets of the optimization

variables in (3.27). F is the feasible solution set spanned by constraints

C1b,C2,C3a, C̃4a, C̃5a,C3b − C5b,
˜̃
C6, C̃7, and C14 − C21. Now, by applying

the fractional programming theory [19], the objective function of (3.38) can be

equivalently transformed into a subtractive form.

Theorem 3.1. In particular, the optimal value of q∗1 in (3.38) can be achieved if

and only if

maximize
A,P,P̃,Z,Z̃∈F

R(A, P̃ , Z̃)− q∗1P (P̃ ,Z)

= R(A∗, P̃∗, Z̃∗)− q∗1P (P̃∗,Z∗) = 0, (3.40)

for R(A, P̃ , Z̃) ≥ 0 and P (P ,Z) > 0.
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Proof: Please refer to Appendix B.1.

Therefore, we can apply the iterative Dinkelbach method [119] to solve (3.38).

In particular, for the jA1-th iteration for sub-problem 1 and a given intermediate

value q
(jA1

in )
1 , we need to solve a convex optimization as follows:

{A,P , P̃ ,Z, Z̃} (3.41)

= arg maximize
A,P,P̃,Z,Z̃

N∑
n=1

K∑
k=1

NF∑
i=1

(R̃U
k,i,lb[n])j

A1

−χ(Ak,i,ub[n])j
A1 − q(jA2

in )
1

N∑
n=1

(P̃ I
total[n] + P J

total[n])

s.t. C1b,C2,C3a− C5a,C3b− C5b,
˜̃
C6, C̃7,C14− C21,

where {A,P , P̃ ,Z, Z̃} is the optimal solution of (3.41) for a given q
(jA2

in )
1 . Then,

the intermediate energy efficiency value q
(jA2

in )
1 should be updated as q

(jA2
in )

1 =

R(A,P̃,Z̃)

P (P̃,Z)
for each iteration of the Dinkelbach method until convergence10. Sine

the problem in (3.41) is jointly convex w.r.t. the optimization variables, it can

be solved efficiently via convex programm solvers, e.g., CVX [120]. On the other

hand, it is interesting to study structure of the generated artificial noise which is

summarised in the following theorem.

Theorem 3.2. If the optimization problem in (3.41) is feasible, the rank of the

optimal artificial noise matrix Rank(Z) ≤ 1.

Proof: Please refer to Appendix B.2.

Although there are multiple eavesdroppers in the system, rank-one beamforming

is optimal for (3.41) to guarantee secure and energy efficient communication.

The proposed algorithm for solving sub-problem 1 is summarized in Algorithm 3.1

10Note that the convergence of the Dinkelbach method is guaranteed if the problem in (3.41)
can be solved optimally in each iteration [119].
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Algorithm 3.2 Dinkelbach Method

1: Initialize the convergence tolerance ε2 → 0, the maximum number of
iterations JA2

in,max, the iteration index jA2
in = 1, and the initial system energy

efficiency q
(jA2

in )
1 = 0

2: repeat {Inner Loop: Dinkelbach Method}
3: Solve (3.41) for the given q

(jA2
in )

1 to obtain

{A(jA2
in ),P(jA2

in ), P̃(jA2
in )
,Z(jA2

in ), Z̃(jA2
in )}

4: if R(A(jA2
in ), P̃(jA2

in )
, Z̃(jA2

in )
) - q

jA2
in

1 P (P̃(jA2
in )

, Z(jA2
in )) < ε2 then

5: Inner Loop Convergence = true

6: return {A(jA1), P(jA1), P̃(jA1)
, Z(jA1), Z̃(jA1)} = {A(jA2

in ), P(jA2
in ), P̃(jA2

in )
,

Z(jA2
in ), Z̃(jA2

in )} and qA1
1 = R(A(jA2

in ),P̃(jA2
in )

,Z̃(jA2
in )

)

P (P̃(jA2
in

)
,Z(jA2

in
)
)

7: else

8: Set q
(jA2

in +1)
1 = R(A(jA2

in ),P̃(jA2
in )

,Z̃(jA2
in )

)

P (P̃(jA2
in

)
,Z(jA2

in
)
)

and jA2
in = jA2

in + 1

9: Inner Loop Convergence = false
10: end if
11: until Inner Loop Convergence = true or jA2

in = JA2
in,max

which consists of two nested loops. Specifically, in each iteration of the main loop,

we solve the inner loop problem, i.e., lines 2-11 of Algorithm 3.2, in (3.41) for a

given parameter q
(jA2

in )
1 given by the initialization or last iteration. After obtaining

the solution in the inner loop via the Dinkelbach method, we update parameter

q
(jA2

in )
1 and use it for solving the inner loop problem in the next iteration. This

procedure is repeated until the proposed algorithm converges. We note that the

convergence of the SCA is guaranteed [1].

3.4.2 Sub-problem 2: Optimizing Information UAV’s

Trajectory and Flight Velocity

For a given user scheduling A = {sI
k,i[n],∀k, i, n}, information transmit power

allocation P = {pI
k,i[n],∀k, i, n}, and jammer UAV’s artificial noise Z =
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{ZJ
i [n],∀i, n}, we can express sub-problem 2 as

maximize
TI ,VI

∑N
n=1

∑K
k=1

∑NF

i=1R
U
k,i[n]∑N

n=1(P I
total[n] + P J

total[n])
(3.42)

s.t. C5a,C6,C7,C8− C13.

The problem in (3.42) is non-convex and the non-convexity arises from the

objective function and constraints C6 and C7. To facilitate the solution design,

we introduce two slack optimization variables uk[n] and υI[n] to transform the

problem into its equivalent form as follows:

maximize
TI ,VI ,UK,ΥI

∑N
n=1

∑K
k=1

∑NF

i=1 R̄
U
k,i[n]∑N

n=1(P̄ I
total[n] + P J

total[n])
(3.43)

s.t. C5a,C8− C13,

C6 :
1

N

N∑
n=1

NF∑
i=1

R̄U
k,i[n] ≥ Rmin,∀k,

C7 : min
‖∆tE

e ‖≤QE
e

‖tE
e + ∆tE

e − tI[n]‖2 +H2 ≥
γIJE
k,e,i[n]

Γth

, ∀k, e, i, n,

C22 : ‖tU
k − tI[n]‖2 +H2 ≤ uk[n],∀k, n,

C23 : ‖vI[n]‖2 ≥ (υI[n])2,∀n,

C24 : υI[n] ≥ 0, ∀n,
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where UK = {uk[n],∀k, n}, ΥI = {υI[n],∀n},

R̄U
k,i[n] = WsI

k,i[n] log2

(
1 +

γIJU
k,i [n]

uk[n]

)
, (3.44)

γIJU
k,i [n] =

pI
k,i[n]β0

Tr(HJU
k [n]ZJ

i [n]) +WN0

, (3.45)

P̄ I
total[n] =

K∑
k=1

NF∑
i=1

sik[n]pik[n] + PC + P̄ I
flight[n], (3.46)

P̄ I
flight[n] = Po

(
1 +

3‖vI[n]‖2

Ω2r2

)
+
Piv0

υI[n]
+

1

2
d0ρsA‖vI[n]‖3, and (3.47)

γIJE
k,e,i[n] =

pI
k,i[n]β0

Tr(HJE
e [n]ZJ

i [n]) +WN0

. (3.48)

Note that R̄U
k,i[n] and P̄ I

flight[n] are convex w.r.t. uk[n] > 0 and υI[n] > 0,

respectively. It can be proved that the problems in (3.42) and (3.43) are equivalent

as inequality constraints C22 and C23 are always satisfied with equality at

the optimal solution of (3.43). Then, we handle the location uncertainty of

eavesdropper e by rewriting constraint C7 as:

max
‖∆tE

e ‖≤QE
e

− ‖t̂E
e + ∆tE

e − tI[n]‖2 −H2 +
γIJE
k,e,i[n]

Γth

≤ 0. (3.49)

Note that the location uncertainty introduces an infinite number of constraints in

C7. To circumvent this difficulty, we apply the S-Procedure [44] and transform C7

into a finite number of linear matrix inequalities (LMIs) constraints. In particular,

if there exists a variable ψ[n] ≥ 0 such that

Φ(tI[n], ψ[n]) � 0,∀n, (3.50)
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holds, where

Φ(tI[n], ψ[n]) =

 (ψ[n] + 1)I2 tI[n]− t̂E
e

(tI[n]− t̂E
e )T −ψ[n](QE

e )2 + c[n]

 (3.51)

and

c[n] = ‖tI[n]‖2 − 2‖(t̂E
e )TtI[n]‖+ ‖t̂E

e ‖2 +H2 −
γIJE
k,e,i[n]

Γth

, (3.52)

then the implication (3.50)⇒(3.49) holds.

Next, the non-convexity arises from the numerator of the objective function,

constraints C6, C13, and C23 since R̄U
k,i,lb[n], ‖tI[n] − tJ[n]‖2, and ‖vI[n]‖2 are

convex functions and differentiable w.r.t. uk[n], tI[n], and vI[n], respectively.

Besides, c[n] in constraint (3.50) is a non-convex function w.r.t. tI[n]. In the

following, we aim to establish a lower bound of the objective function and focus

on a subset spanned by constraints C6, C13, and C23. By using the first-order

Taylor expansion [1] and the SCA [?, ?], for a given feasible solution u
(jA3)
k [n],

(tI[n])j
A3

, and (vI[n])j
A3

, we have inequalities

R̄U
k,i[n] ≥ (R̄U

k,i,lb[n])j
A3

= WsI
k,i[n] log2

(
1 +

γIJU
k,i [n]

u
(jA3)
k [n]

)

−
WsI

k,i[n]γIJU
k,i [n](uk[n]− u(jA3)

k [n])

u
(jA3)
k [n](u

(jA3)
k [n] + γIJU

k,i [n]) ln 2
,∀k, i, n, (3.53)

‖tI[n]− tJ[n]‖2 ≥ ‖(tI[n])j
A3 − tJ[n]‖2 + 2[(tI[n])j

A3

]T(tI[n]− (tI[n])j
A3

), and

(3.54)

‖vI[n]‖2 ≥ ‖(vI[n])j
A3‖2 + 2[(vI[n])j

A3

]T(vI[n]− (vI[n])j
A3

), (3.55)

respectively. Similarly, for a given feasible solution (tI[n])j
A3

, the following
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constraint

C7 : Φ̃(jA3)(tI[n], ψ[n]) � 0, ∀n, (3.56)

where Φ̃(jA3)(tI[n], ψ[n]) is given by

Φ̃(jA3)(tI[n], ψ[n]) =

 (ψ[n] + 1)I2 tI[n]− t̂E
e

(tI[n]− t̂E
e )T −ψ[n](QE

e )2 + c̃(jA3)[n]

 (3.57)

and

c̃(jA3)[n] = ‖t̂E
e ‖2 + 2(tI[n])T(tI[n])j

A3 − ((tI[n])j
A3

)2

− 2(t̂E
e )TtI[n] +H2 −

γIJE
k,e,i[n]

Γth

≤ c[n], (3.58)

⇒ C7. (3.59)

Besides, a subset of C13 and C23 is given by

C13 :‖(tI[n])j
A3 − tJ[n]‖2 + 2[(tI[n])j

A3

]T × (tI[n]− (tI[n])j
A3

) ≥ d2
min,∀n,

(3.60)

C23 :‖(vI[n])j
A3‖2 + 2[(vI[n])j

A3

]T × (vI[n]− (vI[n])j
A3

) ≥ υI2
[n],∀n. (3.61)

Now, we obtain a lower bound of the objective function via replacing the

denominator and the numerator of the original objective function in (3.43) by

its equivalent form in (3.46) and the lower bound of average total data rate in

(3.53), respectively. Besides, we replace constraints C13 and C23 by C13 and

C23, respectively. Therefore, we can obtain a suboptimal solution of (3.43) via
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Algorithm 3.3 Proposed Algorithm for Solving Sub-problem 2 in (3.42)

1: Initialize the convergence tolerance ε3 → 0, the maximum number of
iterations for main loop JA3

max, the initial iteration index jA3 = 1, and the

initial system energy efficiency qj
A3

3 = 0
2: repeat {Main Loop: SCA}
3: Set jA3 = jA3 + 1
4: Using Algorithm 3.2 with replacing the maximum number of iterations

as JA3
in,max, the iteration index as jA3

in , the initial system energy efficiency as

q
(jA3

in )
3 , variables as {TI (jA3

in ), VI (jA3
in ), UK(jA3

in ), ΥI
(jA3

in )}, the total achievable

data rate function as R̄(UK(jA3
in )), and the total power consumption as

P̄ (VI (jA3
in ),ΥI

(jA3
in )) to obtain {TI (jA3), VI (jA3), UK(jA3), ΥI

(jA3)} and q
(jA3)
3

5: until jA3 = JA3
max or

|q(jA3)
3 −q(jA3+1)

3 |

q
(jA3)
3

≤ ε3

6: Return {TI∗, VI∗, UK∗, Υ∗I} = {TI (jA3), VI (jA3), UK(jA3), ΥI
(jA3)} and q∗3 =

q
(jA3)
3

solving the following optimization problem:

maximize
TI ,VI ,UK,ΥI ,Ψ

∑N
n=1

∑K
k=1

∑NF

i=1(R̄U
k,i,lb[n])j

A3∑N
n=1(P̄ I

total[n] + P J
total[n])

(3.62)

s.t. C7,C8− C12,C13,C22,C23,C24,

C5a : P̄ I
total[n] ≤ P I

max,∀n,

C6 :
1

N

N∑
n=1

NF∑
i=1

(R̄U
k,i,lb[n])j

A3 ≥ Rmin,∀k,

C25 : ψ[n] ≥ 0,∀n,

where Ψ = {ψ[n],∀n}. Note that a solution satisfies the constraints in (3.62)

would satisfy the one in (3.43). Now, similar to the approach for solving sub-

problem 1, we apply the Dinklebach’s method for a given {(tI[n])j
A3

, (vI[n])j
A3}
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Algorithm 3.4 Overall Algorithm for Solving Problem in (3.22)

1: Initialize the convergence tolerance ε4 → 0, the maximum number of
iterations JA4

max, the initial iteration index jA4 = 1, and the initial trajectory
{tI[n],vI[n], tJ[n],vJ[n]}

2: repeat
3: Set jA4 = jA4 + 1
4: Using Algorithm 3.1 obtain the suboptimal result q1, {sik[n], pik[n],ZJ

i [n]}
5: Using Algorithm 3.3 obtain the suboptimal result q3, {tI[n],vI[n]}

6: until jA4 = JA4
max or

|q(jA4)
3 −q(jA4+1)

3 |

q
(jA4)
3

≤ ε

7: return sik
∗
[n] = sik[n], pik

∗
[n] = pik[n],ZJ

i
∗
[n] = ZJ

i [n], tI∗[n] = tI[n],vI∗[n] =

vI[n], and q∗ = q
(jA4)
3

and q
(jA3)
3 , we solve the following convex optimization problem iteratively11:

{TI ,VI ,UK,ΥI}

= arg maximize
TI ,VI ,UK,Ψ,ΥI

N∑
n=1

K∑
k=1

NF∑
i=1

(R̄U
k,i,lb[n])j

A3

− q(jA3
in )

3

N∑
n=1

(P̄ I
total[n] + P J

total[n]) (3.63)

s.t. C5a,C6,C7,C8− C12,C13,C22,C23,C24,C25,

where {TI ,VI ,UK,ΥI} is the optimal solution of (3.63) for a given q
(jA3

in )
3 . The

problem optimization in (3.63) is a convex formulation which can be easily solved

by CVX [120]. The proposed algorithm for solving sub-problem 2 is summarized

in Algorithm 3.3.

3.4.3 Overall Algorithm

The overall proposed iterative algorithms for solving the two sub-problems

11The problem in (3.63) can be easily solved by dual decomposition or numerical convex
program solvers.
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(3.23) and (3.42) are summarized in Algorithm 3.4. Since the feasible solution

set of (3.22) is compact and its objective value is non-decreasing over iterations

via solving the sub-problem in (3.23) and (3.42), iteratively, the solution of the

proposed algorithm is guaranteed to converge [112]. The proof of the convergence

please refer to Appendix B.3.

Since we handle the problem with SCA and S-Procedure, the obtained

solution converges to a suboptimal optimal solution [110, 112, 121–123] of the

original problem in (3.22).

On the other hand, as the computational complexity of solving sub-problem

1 is dominated by the semidefinite programming (SDP), the computational

complexity of the proposed suboptimal algorithm is given by [124,125]

O
(
JA4

max

(
(M1N 3

1 +M2
1N 2

1 +M3
1N1)× JA1

maxJ
A2
in,max

(√
N1 log

(
1

∆1

))
︸ ︷︷ ︸

Sub-problem 1

+M2N 2
2 × JA3

maxJ
A3
in,max

(√
N2 log

(
1

∆2

))
︸ ︷︷ ︸

Sub-problem 2

))
. (3.64)

Note that M1 = 10NKNF + NKENF + 2NNF + 4N + K, N1 = 3NKNF +

N2
JNNF + N2

JNKNF, M2 = 9N + NK + K, and N2 = 4N + NK. Besides,

∆1 > 0, and ∆2 > 0 denote the solutions of the sub-problem 1 and sub-problem

2, respectively. We note that the proposed suboptimal algorithm has a polynomial

time computational complexity.

3.5 Numerical Results

In this section, we evaluate the performance of the proposed algorithm via

simulations. The simulation setups are summarized in Table 3.2. In our
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Table 3.2: Simulation parameters [1–4].

Notations Simulation value Notations Simulation value
Ω 300 radians/second K 2
r 0.4 meter E 2
ρ 1.225 kg/m3 τ 0.1 s
s 0.05 NF 128
Ar 0.503 m2 B 1 MHz
Po 79.86 W W 7.8 kHz
Pi 88.63 W N0 -160 dBm/Hz
v0 4.03 m/s P I

C 30 dBm
d0 0.3 P J

C 30 dBm
V I

max 30 m/s ζI 2
V I

acc 4 m/s2 ζJ 2
P I

max 65 dBm λc 10−10 m
P J

max 65 dBm ∆J 0.1 m
NJx 5 Rmin 6 Mbits/s
NJy 5 Γth 10−3 bps/subcarrier
t0 [0, 0] m tU

1 [350, 100] m
tF [500, 500] m tU

2 [150, 400] m

t̂E
1 [400, 100] m QE

e [71, 141] m

t̂E
2 [250, 250] m H 100 m

P I
peak 30 dBm dmin 1 m
P J

peak 30 dBm JA1
max 10

JA3
max 10 JA4

max 5
JA3

in,max 10

simulations, we compare the system energy efficiency of the proposed algorithm

“PA”, with the other three baseline schemes: (a) No jammer UAV (NJ), which

has only an information UAV in this scheme. The suboptimal resource allocation

and UAV’s trajectory for “NJ” can be obtained by using a similar approach as

in our previous work [53]. (b) Single-antenna jammer UAV (SAJ), in which

both the information UAV and jammer UAV are all equipped with a single-

antenna to provide secure communication. Since the problem formulation of the

“PA” subsumes “SAJ”, the system performance of “SAJ” can be achieved by

solving the designed problem with “PA” and setting the number of antenna
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array NJx = NJy = 1; (c) Zero-acceleration information UAV (ZAI), where

the information UAV’s flight velocity remains unchanged but is optimized by

our proposed scheme; (d) Straight locus information UAV (SLI), where the

information UAV cruises with a straight locus trajectory from the initial point to

the final point with a constant speed and the jammer UAV has the same setting

as in the “PA”. Since “SLI” is another subcase of the problem formulation for

“PA”, the suboptimal solution can be obtained by optimizing resource allocation

with fixing the information UAV’s trajectory. Since the initial information-UAV

trajectory will affect the performance of the proposed suboptimal solution, we

have tried different reasonable trajectories as an initial point, e.g., (1) Straight

forward flight from the initial point to the destination (SFF); (2) A path passing

through all users’ location once; (3) A path along the boundary of the service

area, and found out that “SFF” provides the best performance. As a result, in

the simulation section, we adopt “SFF” as the initial trajectory for the proposed

algorithm.

3.5.1 Convergence of the Proposed Algorithm and Base-

line Schemes

Fig. 3.4 illustrates the convergence behavior of the alternating optimization

Algorithm 3.4 for the maximization of the system energy efficiency. We

compare the system energy efficiency of our proposed scheme for three different

mission time durations, T = 50 s, T = 25 s, and T = 13 s, which correspond

to the number of time slot N = 500, N = 200, and N = 130, respectively. The

jammer UAV orbits around the center of the eavesdroppers areas (CEA) [110], as

shown in Fig. 3.6. It can be seen from Fig. 3.4 that the system energy efficiency of

the proposed scheme with different T converges to the corresponding suboptimal
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Figure 3.4: Energy efficiency versus the number of iterations.

solutions within only 5 iterations which demonstrates the fast convergence of the

proposed alternating optimization algorithm. Thus, in the following simulations,

we set the maximum number of iterations as 5 to illustrate the performance of

the proposed algorithm. For comparison, we also demonstrate the convergence

behavior of four baseline schemes “NJ”, “SAJ”, “ACS”, and “SLI” while the

mission time duration for baseline schemes is fixed as T = 50 s, their performance

and corresponding trajectory will be discussed in the following.

3.5.2 Impact of Number of Users

In order to show the impact of the number of users, K, on the system performance,

we vary the number of users, from 1 to 9, and the location of these users in x-

dimension and y-dimension are given by xU
k = [300; 200; 100; 300; 500; 900; 700;
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Figure 3.5: Energy efficiency versus the number of users.

300; 500; 100] and yU
k = [800; 700; 100; 300; 800; 900; 700; 200; 500; 300], respective-

ly. The minimum data rate requirement for each user is set Rmin = 1 Mbits/s

in this simulation. Other setups remain the same as before. The corresponding

system energy efficiency versus number of users is shown in Fig. 3.5. We can

observe that for all the mentioned schemes, the energy efficiency achieved with

K = 2 is much higher than that with K = 1. In fact, when the number of users

is small, the UAV can exploit the multiuser diversity via the proposed scheduling

for improving the system performance. However, when there are more than 2

users, the minimum data rate constraints C6 become stringent and the resource

allocator becomes less flexible in optimizing the usage of system resources leading

to the decrease of the system energy efficiency. Besides, the system performance

of “PA” is always better than that of other baseline schemes while increasing the
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number of user K.

3.5.3 Impact of Jammer UAV’s Trajectory

Fig. 3.6 shows the corresponding information UAV’s trajectories for different

predetermined trajectories of the jammer UAV with T = 50 s. In this chapter,

we consider six commonly adopted trajectories of the jammer UAV, which have

the same flight velocity12 at 10.4 m/s, with the following proposed scheme. (a)

Center of the service area (CSA), in which the jammer UAV adopts a circular

trajectory centered at the center of the service area [250, 250] with a radius of 150

meters [2]; (b) Center of the eavesdroppers area (CEA), where the jammer UAV

patrols also with a circular trajectory but centered at [312.5, 187.5] (centroid of all

estimated eavesdroppers’ locations) with a radius of 159 meters [110]; (c) Shuttling

flight between the eavesdroppers (SFE), where the jammer UAV flight is shuttled

back and forth between the estimated locations of the two eavesdroppers during

the given time frame; (d) Centered at [400, 100] (CA1), (e) Centered at [375,

175] (CA2), and (f) Centered at [250, 250] (CA3), in which the jammer UAV

has a circular trajectory with a radius of 10 meters centered at the eavesdropper

1’s estimated location [400, 100], the middle of two eavesdroppers’ estimated

locations [375, 175], and the eavesdropper 2’s estimated location [250, 250],

respectively. Note that in these schemes, the jammer UAV is equipped with

25 antennas. We can observe in Fig. 3.6 that by setting a reasonable trajectory

of the jammer UAV, e.g., a path cruises among all eavesdroppers, a high system

energy efficiency can be achieved compared to the case without jamming UAV.

In fact, the optimized artificial noise would try to compensate the suboptimality

caused by the fixed trajectory. More importantly, the existence of jamming UAV

12Note that a UAV consumes the minimum flight power when it travels at 10.4 m/s for the
considered setting in [3].
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Figure 3.6: The information UAV’s trajectories of the proposed algorithm for
different jammer UAV’s trajectories.
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and optimized jamming relieves the security constraint which provides a higher

flexibility to the information UAV for adopting an energy efficient short route for

communication. As a result, the information UAV’s trajectories are almost the

same (with short paths) for different jammer UAV’s trajectories. This observation

will be verified again when we compare our proposed scheme with no jammer in

the next section. Therefore, in the following simulations, we fix the jammer UAV’s

trajectory as “CEA” for illustration.

3.5.4 Trajectories of Information UAV

Fig. 3.7 demonstrates the trajectory of the information UAV for the “PA” with

three different mission time durations, T = 13 s, T = 25 s, and T = 50 s,

respectively. Note that the flight velocity of the information UAV in each time

slot can be calculated from the distance between each two adjacent points along

its trajectory. Besides, the corresponding communication transmit power and

artificial noise transmit power versus time slots are illustrated in Fig. 3.8, where

the communication power for user 1, user 2, and the noise power are denoted

as “PA-U1”, “PA-U2”, and “PA-Z”, respectively. Besides, a longer mission

completion time enables a higher system energy efficiency for our proposed

scheme. This is because the information UAV’s trajectory design becomes more

flexible with increasing T . As a result, the mobility of the information UAV

can be more efficiently exploited to improve the system energy efficiency. In the

following, for different mission time durations T , we will discuss simulation results

of the information UAV’s trajectory, communication power allocation, and noise

power allocation.

It is observed that when the mission time duration is sufficiently large (e.g.,

T = 50 s), the information UAV would maintain a high velocity when it is
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Figure 3.7: The UAVs’ trajectories of the proposed algorithm with different
service time durations.

far away from the users and only fly slowly whenever it is close to any desired

user. This behavior aims to save more time slots for the information UAV to

provide high data rate communication when it is close to the users. Besides,

with T = 50 s, the information UAV would strike a balance between energy

consumption and velocity. In particular, the information UAV hovers above

user 2 with the optimized velocity for a long period of time to achieve a high

throughput. In contrast, the information UAV does not hover above user 1 as user

1 is closer to one of the eavesdroppers than user 2 which has a higher potential

in information leakage. Correspondingly, as shown in Fig. 3.8, for T = 50 s,
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the communication power is allocated solely to user 1 at first half of total time

slots, then the remaining time slots are allocated to user 2. Moreover, when

the information UAV is faraway from all the users and eavesdroppers, e.g., at

the beginning and ending time slots, the information UAV transmits the highest

available communication power and the jammer transmits small power of artificial

noise as the leakage SINR of each eavesdropper are relatively small. However,

for those time slots having a high potential of information leakage, not only

the jammer UAV transmits the highest artificial noise, but also the information
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UAV decreases its transmit power to reduce the potential information leakage.

Specifically, by exploiting the spatial DoF brought by the multiple antennas, the

jammer UAV creates a sharp artificial noise beam with full power and steers

towards a direction with can impair both eavesdroppers efficiently. In contrast,

when the mission time duration T is 25 s as shown in Fig. 3.7, the information

UAV first flies towards to user 1 with a relatively higher velocity then flies

slowly to the destination. Note that the UAV would slow down but with a

reasonable speed when it is close to user 2 instead of stationing since the flight

power consumption of the rotary UAV is relatively high when its flight speed is

sufficiently low [3]. It can also be observed that the information UAV detours a

bit towards user 2 for a more efficient communication. From Fig. 3.8, for T = 25

s, the information UAV first communicates with user 1 until the 36-th time slot,

where it just crosses outside the locus of the jammer UAV. Then, the maximum

transmit power is allocated solely to user 2 to achieve the minimum data rate

requirement. Additionally, when the total time duration is relatively short (e.g.,

T = 13 s), the information UAV flies with the highest speed from the initial

point to the final point. Besides, due to the limited mission completed time, the

information UAV flies slightly closer to user 1 at the beginning and later to user

2 for satisfying the individual user’s minimum data rate requirement of security

communication. Moreover, the information power allocation and the jamming

policy have a similar pattern for the “PA” with different total time durations,

c.f. Fig. 3.8. These illustrate that the information UAV’s trajectory plays an

extremely important role in achieving high system energy efficiency and secure

communication.

Fig. 3.9 illustrates the information UAV’s trajectories for different schemes,

as “SLI”, “NJ”, “SAJ”, and “PA”. In this figure, we assume that the mission
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Figure 3.9: The UAVs’ trajectories of the proposed algorithm and the baseline
schemes.

time duration T is 50 s for all the schemes. As it can be observed, for “SLI”,

the information UAV flies at a constant speed and following a predefined straight

trajectory from the initial point to the destination, which have the lowest energy

efficiency in all the considered schemes, c.f. Fig. 3.4 and Fig. 3.11. The

information UAV in “NJ” scheme first flies towards user 1. Meanwhile, the

information UAV keeps decreasing its transmit power allocated to user 1 for

reducing the potential of information leakage. After passing by user 1, the

information UAV starts communicate with user 2 with a small transmit power

which adopts an arc trajectory and fly towards user 2. The detouring trajectory
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of the information UAV aims to decrease the leakage SINR to eavesdropper

2. Note that the information UAV only communicates with user 2 with high

transmit power when the UAV is far away from eavesdropper 2. In contrast, the

information UAV in “SAJ” scheme flies a shorter distance than that of “NJ” due

to the artificial noise generated by the jammer UAV which relaxes the security

requirement on “SAJ”. Additionally, comparing all the baseline schemes, the

trajectory of information UAV in the “PA” does not detour and fly around the

uncertain area of the eavesdroppers. In other words, “PA” has a higher flexibility

in design the trajectory of the information UAV. This is a clear evidence of

the benefit in utilizing an antenna array at the jammer UAV as it can always

focus the artificial noise on the threatened eavesdroppers for guaranteeing secure

communication.

3.5.5 Energy Efficiency

Fig. 3.10 shows the energy efficiency versus the number of antennas equipped at

the jammer UAV. In this simulation, we consider the circuit power consumption

for each antenna of the jammer UAV, with PCJ = 0.1 Watt. It is obviously

that the energy efficiency increases with the number of antennas equipped at the

jammer UAV as the associated spatial DoF improve the flexibility in resource

allocation. Besides, the energy efficiency become saturated when the jammer

UAV’s antenna number is sufficiently large. This is due to the fact that the

circuit power consumption of antennas become a dominate factor in the system

performance outweighing the associated performance gain. In particular, the

increase trend of the system energy efficiency presents the contribution of the

multiple antennas equipped in the jammer UAV to the system.

Fig. 3.11 shows the energy efficiency versus communication peak transmit
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Figure 3.10: Energy efficiency versus the number of antennas equipped at the
jammer UAV.

power P I
peak for the “PA”, “NJ”, “SAJ”, and “SLI” when the mission time

duration T is 50 s. It can be observed that the energy efficiencies achieved

by the “PA” and baseline schemes first increase with the communication peak

transmit power budget. This is due to the fact that increasing the communication

transmit power budget can achieve a higher achievable data rate. In particular,

for low to moderate transmit power, the data rate gain due to a higher transmit

power outweighs the cost of transmit power consumption leading to a rise in

system energy efficiency. However, the energy efficiency gain due to a higher

values of P I
peak is diminishing and becomes saturated as the maximum system

energy efficiency is achieved and the information UAV would clip the transmit

power at the optimal value. Moreover, the security constraint becomes more
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Figure 3.11: Energy efficiency versus communication peak transmit power.

stringent for a larger P I
peak when the peak transmit power of artificial noise

is fixed. As a result, to guarantee communication security, the information

UAV may not always transmit with its full power in the high transmit power

regime. Besides, it is observed that the system energy efficiency with perfect

CSI is higher than that of “PA”. In fact, the CSI error arises from the uncertain

area of eavesdroppers, which imposes a stringent information leakage constraints

for the proposed scheme. Therefore, more system resources are required to

achieve secure communication. As a result, the system performance degrades

dramatically when there is an CSI error. However, our proposed scheme can

achieve the best performance among all the considered baseline schemes in the

case of imperfect CSI. Also, we can observe that the energy efficiency of “ZAI” is

much lower than that of “PA” which presents the importance of variable UAV’s
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Figure 3.12: Energy efficiency versus the radius of eavesdropper 2’s uncertain
area.

flight speed for system performance. In other words, varying the speed of UAV

can help the system to exploit the system resources efficiently. Furthermore, we

can observe that the increasing slope of “PA” is substantially higher than that of

other baseline schemes. In fact, the proper design of the artificial noise strategy

of the multi-antenna jammer UAV offers the flexibility in designing the trajectory

of information UAV and thus facilitates the efficient exploitation of power in our

proposed scheme.

Fig. 3.12 depicts the energy efficiency of the considered system versus the

radius of the uncertain area of potential eavesdropper 2 for the same schemes as

in Fig. 3.11. Note that we choose eavesdropper 2 instead of eavesdropper 1 in this

figure. The reason is that the uncertainty of eavesdropper 2 affects the trajectory
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of information UAV more significantly since its estimated location is on the

straight locus from the initial location to the final location. Although all schemes

can guarantee communication security in all the considered cases, it can be

observed that the energy efficiencies of both “PA” and baseline schemes decrease

with the radius of uncertain areas. Indeed, a larger eavesdropper’s uncertain

area imposes a more stringent security constraint on the system design, which

reduces the flexibility in resource allocation leading to a lower system energy

efficiency. Furthermore, even with exact location information of eavesdroppers,

all the three baseline schemes can only achieves a much smaller system energy

efficiency compared to “PA”, which again indicates the contribution of employing

a multi-antenna jammer UAV and our proposed design.

3.6 Summary

In this chapter, we jointly designed the information UAV’s trajectory, the

communication resource allocation strategy, and the jamming policy to maximize

the system energy efficiency of a secure UAV-OFDMA communication system.

The joint design was formulated as a non-convex optimization problem taking

into account the minimum data rate requirement, the maximum tolerable SINR

leakage, the minimum safety distance between UAVs, and the imperfect location

information of the potential eavesdroppers. An iterative algorithm based on

alternating optimization was proposed to achieve a suboptimal solution with a

low computational complexity. Simulation results illustrated that the proposed

algorithm converges within a small number of iterations and demonstrated some

interesting insights. In particular, (1) deploying a decided multiple-antenna UAV

serves as a key to improve the system performance in both energy efficiency and

communication security; (2) employing a multi-antenna jammer UAV offers an
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enhanced flexibility in designing the trajectory of information UAV, which can

combat the eavesdropper efficiently to improve the system energy efficiency; (3)

optimizing the trajectory of information UAV is important to improve the system

energy efficiency.



Chapter 4

Resource Allocation for

Power-Efficient IRS-assisted

UAV Communications

4.1 Introduction

In the previous chapter, we have studied the joint trajectory, resource allocation,

and jamming policy design for energy-efficient secure unmanned aerial vehicle

(UAV)-orthogonal frequency division multiple access (OFDMA) communication

systems. However, most of the radiated power is wasted due to the broadcast

nature of wireless communication channels. Indeed, the increasing concern

for energy efficiency calls for advanced energy-efficient UAV communication

system designs. On the other hand, intelligent reflection surface (IRS) serves

as an emerging technology to customize the communication channels via passive

beamforming. Therefore, in this chapter, we aim to minimize the average total

power consumption of the IRS-assisted UAV communication system via jointly

85
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optimizing the resource allocation and trajectory while considering the minimum

data rate requirement of each user. We propose an iterative algorithm based

on alternating optimization to achieve a suboptimal solution efficiently. The

numerical results evaluate the system performance gain of the proposed algorithm

over baseline schemes without IRS or a fixed straight flight trajectory with a

constant flight speed.

4.2 System Model

We consider a UAV-enabled narrowband downlink time division multiple access

(TDMA) wireless communication system serving K ground users (GUs) with

the assistance of an IRS as shown in Fig. 4.1. The UAV is equipped with

MAx ×MAy = MA > 1 antennas. To reduce the hardware complexity and the

UAV’s load weight, we assume that all the MA antennas share a single radio

frequency (RF) chain but each antenna has an individual phase shifter. Besides,

the IRS consists of MRx ×MRy = MR > 1 passive reflecting elements and all the

GUs are single-antenna devices. Also, the total service time T is divided into

N equal-length time slots with duration time τ (s) for each slot, i.e., T = Nτ .

Besides, the UAV operates at a constant altitude HA > 0 with a variable flight

velocity, while the locations of all the GUs and the IRS are fixed during the

whole service time. Since the air-to-ground communication channel is dominated

by the line-of-sight (LoS) propagation [44, 45, 57, 58] and the Doppler effect can

be well compensated by adopting existing frequency synchronization algorithms,

e.g., [126], the channel state information (CSI) of the UAV-to-IRS and UAV-to-

GUs links can be determined by their locations1. Besides, we assume that the

channel between the IRS and GUs are also dominated by LoS links. Thus, the

1The more general channel model with Rician fading will be considered in the future work.
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Figure 4.1: The system model of an IRS-assisted UAV communication system.

distances between the UAV and the IRS, the UAV and the GU k ∈ {1, . . . , K},

as well as the IRS and GU k at time slot n are given by

dAR[n] =
√
‖lR − t[n]‖2 + (HA −HR)2, (4.1)

dAG
k [n] =

√
‖lk − t[n]‖2 +H2

A, and (4.2)

dRG
k =

√
‖lR − lk‖2 +H2

R, (4.3)

respectively. Note that lR = [xR, yR]T ∈ R2×1 and lk = [xk, yk]
T ∈ R2×1

denote the Cartesian coordinate of the IRS2 and GU k, respectively, while

t[n] = [x[n], y[n]]T ∈ R2×1 denotes the horizontal trajectory of the UAV at time

slot n ∈ {1, . . . , N}.

2Since the typical size of each element in a small-scale IRS is of the same order of the
wavelength of the carrier frequency (λc) [127], e.g., λc

2 , the distance between elements of the
IRS, ∆R, is much shorter than that of the distance between the UAV and the IRS, dAR[n].
Thus, in the proposed system model, we assume that the locations of each element of the IRS
are the same, as commonly adopted in the literature [69].
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Figure 4.2: The vertical and horizontal AoDs/AoAs between the UAV, IRS, and
GU k in the considered downlink communication system are shown on the left
hand side and the right side, respectively.

4.2.1 Downlink Channel Model

In the considered system, a GU can be served either by direct transmission, i.e.,

mode 1, or via the assistance of the IRS, i.e., mode 2. For mode 1, the LoS

channel between the UAV and GU k at time slot n is given by

hk,1[n]

=

√
β0

(dAG
k [n])2

[
1, e−j

2π∆Ax
λc

sin θAG
k [n] cos ξAG

k [n], . . . , e−j
2π∆Ax
λc

(MAx−1) sin θAG
k [n] cos ξAG

k [n]
]H

⊗
[
1, e−j

2π∆Ay
λc

sin θAG
k [n] sin ξAG

k [n], . . . , e−j
2π∆Ay
λc

(MAy−1) sin θAG
k [n] sin ξAG

k [n]
]H ∈ CMA×1,

(4.4)

where θAG
k [n] and ξAG

k [n] represent the vertical and horizontal angle-of-departures

(AoDs) from the UAV to GU k at time slot n, respectively. β0 denotes the

reference distance channel power gain and λc denotes the wavelength of the center

carrier frequency. Constants ∆Ax and ∆Ay represent the antenna separation at the

UAV in x-dimension and y-dimension, respectively. Fig. 4.2 shows the geographic
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relations of sin θk[n] = HA

dAG
k [n]

, sin ξk[n] = ‖xk−x[n]‖
‖lk−t[n]‖ , and cos ξk[n] = ‖yk−y[n]‖

‖lk−t[n]‖ . On

the other hand, for mode 2, the LoS channel from the UAV to the IRS at time

slot n is denoted as

HAR[n]

= hRA[n]⊗ (hAR[n])H ∈ CMR×MA

=

√
β0

(dAR[n])2

[
1, e−j

2π∆Rx
λc

sin θRA[n] cos ξRA[n], . . . , e−j
2π∆Rx
λc

(MRx−1) sin θRA[n] cos ξRA[n]
]H

⊗
[
1, e−j

2π∆Ry
λc

sin θRA[n] sin ξRA[n], . . . , e−j
2π∆Ry
λc

(MRy−1) sin θRA[n] sin ξRA[n]
]H

⊗
[
1, e−j

2π∆Ax
λc

sin θAR[n] cos ξAR[n], . . . , e−j
2π∆Ax
λc

(MAx−1) sin θAR[n] cos ξAR[n]
]

⊗
[
1, e−j

2π∆Ay
λc

sin θAR[n] sin ξAR[n], . . . , e−j
2π∆Ay
λc

(MAy−1) sin θAR[n] sin ξAR[n]
]
, (4.5)

where hRA[n] and hAR[n] are the channel vectors containing the angle-of-arrival

(AoA) and AoD, respectively. Constants ∆Rx and ∆Ry represent the reflecting

element separation at the IRS in x-dimension and y-dimension, respectively.

As shown in Fig. 4.2, θAR[n] and ξAR[n] are the vertical and horizontal

AoDs from the UAV to the IRS, respectively. θRA[n] and ξRA[n] denote the

vertical and horizontal AoAs between the UAV and the IRS, respectively. It

can be observed that θAR[n] = θRA[n] and ξAR[n] = ξRA[n]. Note that

sin θAR[n] = sin θRA[n] = ‖HA−HR‖
dAR[n]

, sin ξAR[n] = sin ξRA[n] = ‖xR−x[n]‖
‖lR−t[n]‖ , and

cos ξAR[n] = cos ξRA[n] = ‖yR−y[n]‖
‖lR−t[n]‖ . Besides, the LoS channel from the IRS to

GU k is given by

hRG
k =

√
β0

(dRG
k )2

[
1, e−j

2π∆Rx
λc

sin θRG
k cos ξRG

k , . . . , e−j
2π∆Rx
λc

(MRx−1) sin θRG
k cos ξRG

k
]H

⊗
[
1, e−j

2π∆Ry
λc

sin θRG
k sin ξRG

k , . . . , e−j
2π∆Ry
λc

(MRy−1) sin θRG
k sin ξRG

k
]H ∈ CMR×1,

(4.6)
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where θRG
k and ξRG

k denote the vertical and horizontal AoDs from the IRS to

GU k, respectively. Note that we have sin θRG
k = HR

dRG
k

, sin ξRG
k = ‖xR−xk‖

‖lR−lk‖
, and

cos ξRG
k = ‖yR−yk‖

‖lR−lk‖
as shown in Fig. 4.2.

Moreover, the IRS manipulates the reflected signals to GUs by introducing

controlled phase shifts. The phase control matrix imposed by the IRS for GU k

at time slot n is given by

Φk[n] = diag(ejφ1,1,k[n], . . . , ejφmRx,mRy,k
[n], . . . , ejφMRx,MRy,k

[n]) ∈ CMR×MR , (4.7)

where φmRx,mRy ,k[n] ∈ [0, 2π), mRx = {1, . . . ,MRx}, mRy = {1, . . . ,MRy}

represents the phase control introduced to the (mRx,mRy)-th reflecting element

of the IRS at time slot n. Without loss of generality, for mode 2, we define the

end-to-end effective channel between the UAV and ground GU k reflected by the

IRS at time slot n is given by

(hk,2[n])H = (hRG
k [n])HΦk[n]HAR[n] ∈ C1×MA . (4.8)

4.2.2 Signal Model

In the considered system, transmission from the UAV is scheduled to either via

reflected path with the help of IRS or through the direct path from the UAV to

the GUs. Thus, the received signal of the ground GU k at time slot n is given by

yRx
k [n] = sk,i[n](hk,i[n])Hwk,i[n]pk,i[n]xTx

k [n] + zk[n], (4.9)

where wk,i[n] ∈ CMA×1 denotes a unit-power beamformer adopted by the UAV

to serve GU k with mode i ∈ {1, 2}. Running index i is the mode index, where

i = 1 and i = 2 denote the direct transmission mode from the UAV to GUs and
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Table 4.1: Physical meaning of parameters in flight power consumption model of
UAV [3].

Parameters Physical meaning Simulation values
Ω Blade angular velocity 300 (radians/second)
r Rotor radius 0.4 (meter)
ρ Air density 1.225 (kg/m3)
s Rotor solidity 0.05 (m3)
Ar Rotor disc area 0.503 (m2)

v0
Induced velocity for rotor in forwarding

flight
4.03 (meter/second)

d0 Fuselage drag ratio 0.3
Po Blade profile power in hovering status 79.86 (watt)
Pi Induced power in hovering status 88.63 (watt)

the reflection mode through the IRS, respectively. We represent sk,i[n] = 1 when

user k selects mode i at time slot n. Otherwise, sk,i[n] = 0. The transmit power

allocated to user k with mode i at time slot n is presented as pk,i[n]. Complex

scalar xTx
k [n] ∈ C denotes a modulated symbol and zk[n] ∼ CN (0, σ2) denotes

the background noise at GU k at time slot n, where σ2 denotes the noise power.

In (4.9), sk,i[n] denotes that mode i is scheduled to user k at time slot n. In

particular, since a single RF chain is equipped at the UAV transmitter, only one

transmission mode can be supported to user k at time slot n, i.e., direct mode or

reflection mode. Meanwhile, all the other users k′ 6= k ignore the signal of user k

from the reflected path or direct path as TDMA is adopted. Then, the achievable

data rate of GU k at time slot n associated with mode i is given by

Rk,i[n] = sk,i[n] log2

(
1 +

pk,i[n]|hH
k,i[n]wk,i[n]|2

σ2

)
. (4.10)
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4.2.3 UAV Power Consumption Model

The flight power consumption of the UAV is finite and plays an important role in

UAV-based communications due to the limited battery capacity of the UAV. In

this system, we consider a rotary wing UAV since it has a higher mobility than

that of the fixed wing UAV. According to [3], the flight power consumption of a

rotary wing UAV is given by

PUAV
flight [n] = Po

(
1 +

3‖v[n]‖2

Ω2r2

)
︸ ︷︷ ︸

Bladeprofile

+
Piv0

‖v[n]‖︸ ︷︷ ︸
Induced

+
1

2
d0ρsAr‖v[n]‖3︸ ︷︷ ︸

Parasite

, (4.11)

where v[n] = [vx[n], vy[n]]T ∈ R2×1. The physical meanings of the parameters in

(4.11) are summarized in Table 4.1.

4.2.4 IRS Power Consumption Model

In practice, an IRS is an energy-limited device [128] which cannot be always

turned on to alter the condition of the communication channels. Thus, it is

important to take the power consumption of the IRS into account when it is

active. The total energy consumption of the IRS during the service period is

given by

P IRS
total =

N∑
n=1

K∑
k=1

sk,2[n]MRp
IRS, (4.12)

where pIRS > 0 denotes the power consumption of each element of the IRS for

controlling the phase of the reflected signal when it is active.
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4.3 Problem Formulation

The optimization problem for minimizing the total power consumption via

jointly designing the user scheduling S = {sk,i[n],∀n, k, i}, power allocation

P = {pk,i[n],∀n, k, i}, the UAV’s trajectory T = {t[n], ∀n}, the UAV’s flight

velocity V = {v[n],∀n}, the beamforming precoder W = {wk,i[n],∀n, k, i}, and

phase control policy of the IRS Φ = {Φk[n],∀n, k} is formulated as:

minimize
S,P,T ,V,W,Φ

N∑
n=1

K∑
k=1

2∑
i=1

sk,i[n]pk,i[n] + P IRS
total +

N∑
n=1

PUAV
flight [n] (4.13)

s.t. C1 : sk,i[n] ∈ {0, 1},∀n, k, i,

C2 :
K∑
k=1

2∑
i=1

sk,i[n] ≤ 1,∀n,

C3 : pk,i[n] ≥ 0,∀n, k, i,

C4 :
K∑
k=1

2∑
i=1

sk,i[n]pk,i[n] ≤ PUAV−Tx
max ,∀n, k,

C5 : P IRS
totalτ ≤ EIRS

max,

C6 :
N∑
n=1

2∑
i=1

Rk,i[n] ≥ Rmin, ∀k,

C7 : t[n+ 1] = t[n] + v[n]τ, n = 1, . . . , N − 1,

C8 : t[1] = t0,

C9 : t[N ] = tF,

C10 : ‖v[n]‖ ≤ Vmax,∀n,

C11 : ‖v[n+ 1]− v[n]‖ ≤ Vaccτ, ∀n.

Note that C1 and C2 are user scheduling constraints such at most one user

is scheduled through at most one transmission mode in each time slot, i.e.,
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TDMA. C3 is the non-negative constraint for the transmit power from the UAV.

PUAV−Tx
max in C4 denotes the maximum transmission power of the UAV. EIRS

max in

C5 represents the energy budget of the IRS for N time slots. C6 is introduced to

guarantee the minimum achievable data rate for each GU. Constraint C7 denotes

the relationship between the UAV’s trajectory and its flight velocity. C8 and C9

are the starting location and the final location of the UAV, respectively. Vmax

and Vacc in constraints C10 and C11 denote the maximum flight velocity and the

maximum flight acceleration, respectively.

4.4 Problem Solution

The formulated problem in (4.13) is a non-convex optimization problem and there

is no standard method to obtain the globally optimal solution. In the following,

we first simplify the studied problem by exploiting its special structure at the

optimality. It can be observed that the minimum power consumption in (4.13) is

achieved when the maximum ratio transmission (MRT)3 is employed by the UAV

which maximizes the transmission efficiency, i.e., that wk,1[n] = 1√
MA

hk,1[n] ∈

CMA×1 and wk,2[n] = 1√
MA

hAR[n] ∈ CMA×1. Thus, with the optimal beamforming

at the UAV, the direct transmission mode channel from the UAV to the GUs and

3Note that the adopted MRT is indeed a kind of analog beamforming as the amplitude of
each element of the beamformer is 1.
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the reflection mode with the IRS are given by

hk,1[n] = hH
k,1[n]wk,1[n] =

√
MAβ0

dAG
k [n]

and (4.14)

hk,2[n] = (hRG
k )HΦk[n]

(
hRA[n]⊗ (hAR[n])H

)
wk,2[n]

=
√
MA(hRG

k )HΦk[n]hRA[n]

=
√
MAβ0

MRx∑
mRx=1

MRy∑
mRy=1

[√
κ

1 + κ
e−j

2π∆R
λc

ΘRG
k

+

√
1

1 + κ
∆hmRx,mRy ,k

]
ejφmRx,mRy,k

[n]e−j
2π∆R
λc

ΘRA[n]

=

√
MAMRβ0

dRG
k dAR[n]

, (4.15)

respectively. Note that ΘRG
k =

[
(mRx−1) sin θRG

k cos ξRG
k +(mRy−1) sin θRG

k sin ξRG
k

]
,

ΘRA[n] =
[
(mRx−1) sin θRA[n] cos ξRA[n]+(mRy−1) sin θRA[n] sin ξRA[n]

]
. Next,

we introduce the optimal phase shift adopted at the IRS in the following theorem.

Theorem 4.1. The optimal phase control policy φmRx,mRy ,k[n] in each element of

the IRS for serving GU k at time slot n when sk,i[n] = 1 is given by

φmRx,mRy ,k[n]

=
2π∆R

λc

[
(mRx − 1)(sin θRA[n] cos ξRA[n] + sin θRG

k cos ξRG
k )

+ (mRy − 1)(sin θRA[n] sin ξRA[n] + sin θRG
k sin ξRG

k )
]
,∀mRx,mRy, n, k, (4.16)

to maximize the reflection mode channel gain in the sense of power consumption

minimization.

Proof: Please refer to appendix C.1 for a proof of Theorem 4.1.
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Then, the achievable data rate of GU k at time slot n with mode i is given by

Rk,i[n] = sk,i[n] log2

(
1 +

pk,i[n]|hk,i[n]|2

σ2

)
. (4.17)

Thus, the proposed optimization problem in (4.13) can be rewritten as

minimize
S,P,T ,V

N∑
n=1

K∑
k=1

2∑
i=1

sk,i[n]pk,i[n] + P IRS
total +

N∑
n=1

PUAV
flight [n] (4.18)

s.t. C1− C11,

which is still non-convex. Next, to facilitate the design of an efficient method

to obtain a suboptimal solution of the formulated problem, similar to Chapter

3, we adopt the alternating optimization method by dividing the optimization

problem in (4.13) into two subproblems and solve them iteratively to achieve a

suboptimal solution. In particular, sub-problem 1 optimizes user scheduling S

and power allocation strategy P for a given UAV’s trajectory design T and flight

velocity V , while sub-problem 2 optimizes the UAV’s trajectory T and flight

velocity V for a given user scheduling S and power allocation strategy P . Now,

we study the solution of sub-problem 1.
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4.4.1 Sub-problem 1: Optimizing User Scheduling and

Power Allocation

In this subproblem, for any given trajectory and flight velocity of the UAV, the

problem formulation can be expressed as follows:

minimize
S,P

N∑
n=1

K∑
k=1

2∑
i=1

sk,i[n]pk,i[n] + P IRS
total +

N∑
n=1

PUAV
flight [n] (4.19)

s.t. C1− C6.

Note that constraints C2 and C5 are linear constraints with respect to (w.r.t.)

user scheduling sk,i[n]. Thus, in order to handle the nonconvexity of the problem,

we relax the binary constraint C1 as

C̃1 : 0 ≤ sk,i[n] ≤ 1,∀n, k, (4.20)

which can be interpreted as a time-sharing factor [129]. Then, we introduce

a slack variable p̃k,i[n] = sk,i[n]pk,i[n] to the optimization problem. Thus, the

optimization problem in (4.19) can be rewritten as its equivalent form

minimize
S,P̃

P̃total (4.21)

s.t. C̃1,C2,C5,

C̃3 : p̃k,i[n] ≥ 0,∀n, k, i,

C̃4 :
K∑
k=1

2∑
i=1

p̃k,i[n] ≤ PUAV−Tx
max ,∀n,

C̃6 :
N∑
n=1

2∑
i=1

R̃k,i[n] ≥ Rmin,∀k,
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where P̃ = {p̃k,i[n],∀n, k, i},

P̃total =
N∑
n=1

K∑
k=1

2∑
i=1

p̃k,i[n] + P IRS
total +

N∑
n=1

PUAV
flight [n], and (4.22)

R̃k,i[n] = sk,i[n] log2

(
1 +

p̃k,i[n]|hk,i[n]|2

sk,i[n]σ2

)
. (4.23)

Note that the optimization problem in (4.21) is jointly convex w.r.t. user

scheduling sk,i[n] and power allocation p̃k,i[n]. Besides, it satisfies the Slater’s

constraint qualification. Thus, the strong duality holds and the duality gap is

zero [22]. Therefore, solving the dual problem is equivalent to solving the primal

optimization problem of sub-problem 1 in (4.21). Next, we focus on solving the

dual problem and the Lagrangian function of (4.21) is given by

L(ϑ, ζ, δ,η,S, P̃) (4.24)

=
N∑
n=1

(1 + ζn)
K∑
k=1

2∑
i=1

p̃k,i[n] +
N∑
n=1

PUAV
flight [n]

+
N∑
n=1

ϑn

(
K∑
k=1

2∑
i=1

sk,i[n]− 1

)
−

N∑
n=1

ζnP
UAV−Tx
max

+ δ
(
P IRS

totalτ − EIRS
max

)
+

K∑
k=1

ηk

(
Rmin −

N∑
n=1

2∑
i=1

R̃k,i[n]

)
,

where ϑ = {ϑn,∀n}, ζ = {ζn, ∀n}, δ, and η = {ηk,∀k} represent the non-

negative Lagrange multipliers corresponding to constraints C2, C̃4, C5, and C̃6,

respectively. Constraints C̃1 and C̃3 will be considered in the Karush-Kuhn-

Tucker (KKT) conditions when designing the optimal solution of the transformed

problem in the following. Then, the dual problem of (4.21) is given by

D = maximize
ϑ,ζ,δ,η,≥0

minimize
S,P̃

L(ϑ, ζ, δ,η,S, P̃). (4.25)
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In the following, the dual problem in (4.25) can be solved iteratively by dual

decomposition. In particular, we divide the dual problem into two nested layers:

Layer 1, minimizing the Lagrangian over user scheduling S and power allocation

P̃ in (4.25) for given the Lagrange multipliers ϑ, ζ, δ, and η; Layer 2, maximizing

the Lagrangian function over ϑ, ζ, δ, and η for given user scheduling S and power

allocation P̃ .

Solution of Layer 1 (User Scheduling and Power Allocation): The optimal

power allocation for GU k at time slot n with mode i is given by

p̃∗k,i[n] = sk,i[n]p∗k,i[n] = sk,i[n]

[
ηk

(1 + ζn) ln 2
− σ2

|hk,i[n]|2

]+

,∀n, k, i. (4.26)

Note that the optimal power allocation strategy in (4.26) is the classic multiuser

water-filling solution. The GUs’ water-levels, i.e., ηk
(1+ζn) ln 2

, are normally different

at time slot n. In particular, the Lagrange multiplier ηk drives the UAV to increase

the communication power such that the minimum data rate requirement Rmin can

be achieved for GU k. In contrast, the Lagrange multiplier ζn reduces the water-

level to satisfy the maximum communication power constraint. Then, in order

to find the optimal user scheduling, we perform the derivatives of the Lagrangian

function w.r.t. sk,1[n] and sk,2[n] which are given by

Ak,1[n] = ϑn − ηk log2

(
1 +

pk,1[n]|hk,1[n]|2

σ2

)
and (4.27)

Ak,2[n] = ϑn − ηk log2

(
1 +

pk,2[n]|hk,2[n]|2

σ2

)
+ δMRp

IRSτ, (4.28)

respectively. Note that Ak,i[n] ≥ 0 represents the benefit of the system

performance if time slot n is allocated to user k with mode i. Since Ak,i[n]

in (4.27) and (4.28) is independent of sk,i[n], based on constraint C2, the optimal
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user scheduling for GU k at time slot n with mode i is given by

s∗k,i[n] =


1, k, i = arg min

k′,i′
{Ak′,i′ [n]},

0, otherwise,

∀n. (4.29)

As the relationship between Ak,1[n] and Ak,2[n] shown in (4.28), time slot n is

allocated to user k with reflection mode if the cost in using the IRS, i.e., δMRp
IRSτ ,

is less than the gain obtained by switching from direct transmission to reflection

mode, i.e., ηk

[
log2

(
1 +

pk,2[n]|hk,2[n]|2
σ2

)
− log2

(
1 +

pk,1[n]|hk,1[n]|2
σ2

)]
.

Solution of Layer 2 (Master Problem): In order to solve the master

maximization problem in (4.25), we adopt the gradient method to update the

Lagrange multipliers via

ζn(j1 + 1) =

[
ζn(j1)− λ2(j1)×

(
PUAV−Tx

max −
K∑
k=1

2∑
i=1

p̃k,i[n]

)]+

,∀n, (4.30)

δ(j1 + 1) =
[
δ(j1)− λ3(j1)×

(
EIRS

max − P IRS
totalτ

)]+
, and (4.31)

ηk(j1 + 1) =

[
ηk(j1)− λ4(j1)×

(
N∑
n=1

2∑
i=1

R̃k,i[n]−Rmin

)]+

,∀k, (4.32)

respectively, where j1 ≥ 0 and λα(j1) ≥ 0, α ∈ {1, . . . , 4}, represent the iteration

index for iteratively solving sub-problem 1 and the step size satisfying the

infinite travel condition, respectively [20]. Next, we solve Layer 1 minimization

problem in (4.25) by updating the resource allocation with the updated Lagrange

multipliers in (4.30)–(4.32). The convergence of the proposed algorithm and

obtaining the optimal solution of sub-problem 1 is guaranteed [20], as the

objective in sub-problem 1 is finite and non-increasing over iterations for solving

the optimization problem in (4.21).
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4.4.2 Sub-problem 2: Optimizing UAV’s Trajectory and

Flight Velocity

In this subproblem, for a given user scheduling and power allocation strategy, we

can express the optimization problem as

minimize
T ,V

N∑
n=1

K∑
k=1

2∑
i=1

sk,i[n]pk,i[n] + P IRS
total +

N∑
n=1

PUAV
flight [n] (4.33)

s.t. C6− C11.

Note that the optimization problem in (4.33) is nonconvex and the nonconvexity

is due to constraint C6 and the function of the UAV’s flight power consumption

PUAV
flight [n] w.r.t. t[n] and v[n], respectively. Thus, to tackle this nonconvexity,

we first introduce two slack variables uk,i[n] and m[n], to rewrite the problem in

(4.33) into its equivalent form:

minimize
T ,V,U ,M

P̄total (4.34)

s.t. C7− C11,

C6 :
N∑
n=1

2∑
i=1

R̄k,i[n] ≥ Rmin,∀k,

C12 : ‖lk − t[n]‖2 +H2
A ≤ uk,1[n],∀n, k,

C13 : ‖lR − t[n]‖2 + (HA −HR)2 ≤ uk,2[n], ∀n, k,

C14 : m[n] ≥ 0,∀n,

C15 : ‖v[n]‖2 ≥ m2[n],∀n,

where U = {uk,i[n],∀n, k, i} and M = {m[n],∀n},
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Algorithm 4.1 Overall Algorithm for Solving Problem in (4.13)

1: Initialize the convergence tolerance ε1 → 0, the maximum number of
iterations J1,max, the initial iteration index j1 = 0, and the initial trajectory
{t[n],v[n]}

2: repeat
3: Set j1 = j1 + 1
4: Solving optimization problem in (4.21) to obtain the optimal solutions

P̃total, {sk,i[n], pk,i[n]}
5: Use Algorithm 4.2 to obtain the suboptimal result P̄total, {t[n],v[n]}

given the resource allocation design {sk,i[n], pk,i[n]}
6: Update P̄ j1

total = P̄total

7: until j1 = J1,max or
|P̄ j1total−P̄

(j1−1)
total |

P̄
j1
total

≤ ε1

8: return {s∗k,i[n], p∗k,i[n], t∗[n],v∗[n]} = {sk,i[n], pk,i[n], t[n],v[n]} and P ∗total =

P̄ j1
total

Algorithm 4.2 Proposed Algorithm for Solving Sub-problem in (4.33)

1: Initialize the convergence tolerance ε2 → 0, the maximum number of
iterations J2,max, the initial iteration index j2 = 0, the initial variables
{v[n], uk,i[n]}, and the initial objective value P̄total.

2: repeat {Main Loop: SCA}
3: Set j2 = j2 + 1 and {vj2 [n], uj2k,i[n]} = {v[n], uk,i[n]}
4: Solving optimization problem in (4.42) to obtain {t[n],v[n], uk,i[n],m[n]}

and P̄total

5: Update P̄ j2
total = P̄total

6: until j2 = J2,max or
|P̄ j2total−P̄

(j2−1)
total |

P̄
j2
total

≤ ε2

7: Return {t∗[n],v∗[n]} = {t[n],vj2 [n]} and P̄ ∗total = P̄ j2
total
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R̄k,i[n] = sk,i[n] log2

(
1 +

γk,i[n]

uk,i[n]

)
, (4.35)

γk,1[n] =
pk,i[n]MAβ

2
0

σ2
, (4.36)

γk,2[n] =
pk,i[n]MAM

2
Rβ

2
0

(dRG
k )2σ2

, (4.37)

P̄UAV
flight [n] = Po

(
1 +

3‖v[n]‖2

Ω2r2

)
+
Piv0

m[n]
+

1

2
d0ρsAr‖v[n]‖3, and (4.38)

P̄total =
N∑
n=1

K∑
k=1

2∑
i=1

sk,i[n]pk,i[n] + P IRS
total +

N∑
n=1

P̄UAV
flight [n], (4.39)

where γk,i[n] in (4.35) is a constant for GU k at time slot n with mode i for

given power allocation in sub-problem 2, i.e., as shown in (4.36) and (4.37).

Note that the introduced inequality constraints C12, C13, and C15 in problem

(4.34) are all active at the optimal point. Thus the formulated problems in

(4.33) and (4.34) are equivalent to each other. Next, we handle the nonconvex

constraints C6 and C15 in problem (4.34) via successive convex approximation

(SCA) iteratively [78,93,130]. In particular, we can obtain a lower bound of the

achievable data rate for a given feasible solution, uj2k,i[n] and vj2 [n] in the j2-th

iteration, based on their first-order Taylor expansions [42], which are given by

R̄k,i[n] ≥ (R̄k,i[n])j2 = sk,i[n] log2

(
1 +

γk,i[n]

uj2k,i[n]

)

−
sk,i[n]γk,i[n](uk,i[n]− uj2k,i[n])

uj2k,i[n](uj2k,i[n] + γk,i[n]) ln 2
and (4.40)

‖v[n]‖2 ≥ ‖vj2 [n]‖2 + 2[vj2 [n]]T(v[n]− vj2 [n]), (4.41)

respectively.

Thus, applying the lower bounds in (4.40) and (4.41) to (4.34), we obtain a
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convex optimization problem:

minimize
T ,V,U ,M

P̄total (4.42)

s.t. C7− C14,

C6 :
N∑
n=1

2∑
i=1

(R̄k,i[n])j2 ≥ Rmin,∀k,

C15 : ‖vj2 [n]‖2 + 2[vj2 [n]]T(v[n]− vj2 [n]) ≥ m2[n],∀n,

which solving it yields an upper bound of the problem in (4.34). Furthermore,

in order to tighten the obtained upper bound, we iteratively update the feasible

solution, uj2k,i[n] and vj2 [n], by solving the optimization problem in (4.42) with

standard convex optimization solver, such as CVX [120] in j2-th iteration. The

proposed SCA-based algorithm is shown in Algorithm 4.2. Note that the

convergence of the algorithm to a suboptimal solution is guaranteed [42].

The overall algorithm for solving two subproblems in (4.19) and (4.33)

iteratively are summarized in Algorithm 4.1. Note that the convergence of

the overall proposed algorithm to a suboptimal solution is guaranteed and it can

be proved by following a similar approach as in [112]. Please refer to Appendix

B.3 for the proof of the convergence.

4.5 Numerical Results

In this section, we discuss the system performance of the proposed algorithm

based on the simulation results with K = 3, N = 50, MAx = MAy = 5, MRx =

MRy = 50, λc = 0.1 m, β0 = −50 dB, lk = [250, 150; 50, 400; 100, 450]T m,

lR = [0, 400]T m, HA = 100 m, HR = 20 m, PUAV−Tx
max = 30 dBm, Rmin = 50

bits/Hz, Vmax = 50 m/s, Vacc = 4 m/s2, t0 = [0, 0]T m, and tF = [500, 500]T m.
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Figure 4.3: Average total power consumption versus the energy budget of the
IRS.

In order to illustrate the contribution of the IRS to the UAV communications, we

compare the system performance for the proposed algorithm with different energy

budgets of the IRS and some baseline schemes. Besides, the initial trajectory of

the UAV is set as a straight flight with a constant speed from the start point to the

final point. The compared baseline schemes are no IRS consideration (No-IRS)

and straight line trajectory with constant velocity (SLT).

4.5.1 Average Total Power Consumption

Figure 4.3 shows the average total power consumption of the UAV communica-

tions versus the energy budget of the IRS for different iterations of the proposed

algorithm and a baseline scheme (SLT). We can observe that the proposed
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algorithm converge quickly to a suboptimal solution within 10 iterations on

average. Besides, the convergence of the proposed algorithm is accelerated by

the increases of energy budget. This is because an effective solution can be easily

achieved as the received signal-to-noise ratio (SNR) is improved in the time slots

when the IRS is activated. Moreover, it can be observed that the energy budget

of an IRS has a significant impact on the system performance. In particular,

the average total power consumption of the system decreases with increasing the

energy budget of the IRS which illustrates the benefit of introducing an IRS

to UAV communication systems. On the other hand, for the baseline scheme

(SLT), the proposed system is infeasible when the energy budget of the IRS

is below 60 Joule and the average total power consumption is insensitive to

the increase of energy budget of the IRS. This result indicates that IRS can

only provide significant performance gain to UAV-based systems when resource

allocation strategy and UAV’s trajectory are jointly optimized.

4.5.2 2D Trajectory of the UAV

Figure 4.4 illustrates the UAV’s trajectories for the proposed algorithm with 10

iterations and baseline schemes. For SLT, the UAV flies straightly from the initial

point, t0, toward the final point, tF, with a constant flight velocity. For No-IRS,

due to the minimum data rate requirement for each user, the UAV has to fly

with a high flight velocity and pass by each user to establish strong channel gain

which consumes a significantly high flight power due to detoured path. Besides,

we can observe that the UAV flies slowly when it close to any desired user to

facilitate effective data communications. In contrast, thanks to the help of the

IRS, the UAV’s trajectory of the proposed scheme is shorter compared to No-

IRS. In particular, for EIRS
max = 30 Joule and EIRS

max = 100 Joule, the IRS can offer
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Figure 4.4: UAV’s trajectories of the proposed algorithm and baseline scheme.

temporary assistance to the UAV for efficient communication. Hence, the UAV

of the proposed scheme does not hover the desired users as the No-IRS scheme,

since it would cause a longer flight route and power consumption. In other words,

the UAV of the proposed scheme can enjoy a higher flexibility in designing UAV’s

trajectory which can reduce the flight power consumption substantially compared

to other baseline schemes.
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4.6 Summary

In this chapter, we studied a non-convex power minimization problem for IRS-

assisted UAV communication systems via jointly optimizing the UAVs trajectory

design and resource allocation strategy. We proposed an alternating algorithm to

achieve a suboptimal solution efficiently. The proposed algorithm supports the

high flexibility to the UAVs trajectory in the communications with the assistance

of the IRS. The numerical results illustrate the fast convergence and system

performance gain achieved by the proposed algorithm with different energy

budgets of the IRS compared to various baseline schemes.



Chapter 5

Resource Allocation and 3D

Trajectory Design for

Power-Efficient IRS-Assisted

UAV-NOMA Communications

5.1 Introduction

In the previous two chapters, we have introduced two creative trajectory design

and resource allocation algorithms for unmanned arial vehicle (UAV) communi-

cations. However, these considered scenarios adopted orthogonal multiple access

(OMA) protocols, i.e., orthogonal frequency division multiple access (OFDMA)

and time division multiple access (TDMA), which are not applicable to the case

of a large number of users with stringent quality of service (QoS) requirements.

As we discussed in Chapter 2, non-orthogonal multiple access (NOMA) protocol

provides higher degrees of freedom (DoF) for optimizing the UAV communication

109
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systems. Moreover, the adopted pure line-of-sight (LoS) channel in Chapters 3

and 4 are need to be explored to a more universal channel model. Therefore,

in this chapter, we study the joint design of the resource allocation, UAV’s

three-dimensional (3D) trajectory, and its flight velocity, as well as the phase

shift control of the intelligent reflection surface (IRS) in a practical altitude-

dependent Rician fading channel for power-efficient IRS-assisted UAV-NOMA

communications. The joint design is formulated as a non-convex optimization

problem to minimize the average total power consumption of the system taking

into account the minimum data rate requirement of each user and the maximum

tolerable outage probability constraint. Since the formulated problem is non-

convex and highly intractable, we first propose a closed-form phase control policy

for IRS. Then, to handle the intractability caused by the altitude-dependent

Rician fading channel, we employ a deep neural network (DNN) technique

to approximate the outage-guaranteed effective channel gain. Furthermore,

the obtained results are exploited to serve as a building block for the design

of an iterative optimization algorithm for addressing the design problem. In

particular, we divide the problem at hand into two subproblems and solve them

iteratively based on the alternating optimization method. In each iteration, a

suboptimal solution of these two subproblems are obtained by the successive

convex approximation (SCA) with a fast convergence.

5.2 System Model

We consider a rotary UAV-enabled downlink NOMA wireless communication

system serving K ground users (GUs) with the assistance of an IRS1 as shown

1Note that a more complex scenario can be considered in the future work with more IRSs
adopted in the communications [131, 132], considering IRS selection and the coorperation
between the IRSs.
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in Fig. 5.1. Particularly, the IRS is coated on the surface of a building located

at the edge of the service area such that all the GUs have the opportunity to be

assisted by the IRS. We assume that the UAV is equipped with a single antenna2.

Besides, the IRS consists of MRx×MRy = MR > 1 passive reflecting elements and

all the GUs are single-antenna devices. Also, the total service time duration T

is divided into N equal-length time slots with duration time τ (s), i.e., T = Nτ .

In each time slot, the UAV selects two GUs3 and serves them through NOMA.

Moreover, the UAV operates in 3D space with a variable flight velocity, while

the locations of all the GUs and the IRS are fixed during the whole service time,

e.g., [40, 46, 58]. Also, we assume that the IRS is deployed at a high altitude

above all obstacles. The distances between the UAV and the IRS, the UAV and

GU k ∈ {1, . . . , K}, as well as the IRS and GU k at time slot n ∈ {1, . . . , N} are

given by

dAR[n] = ‖lR − t[n]‖, dAG
k [n] = ‖lk − t[n]‖, and dRG

k = ‖lR − lk‖, (5.1)

respectively. Note that lR = [xR, yR, HR]T ∈ R3×1, lk = [xk, yk, zk]
T ∈ R3×1, and

t[n] = [x[n], y[n], z[n]]T ∈ R3×1 denote the Cartesian coordinate of the IRS4, GU

k, and the UAV at time slot n, respectively.

2Note that single-antenna UAV is commonly assumed in the literature, e.g., [3,42], to reduce
the signal processing burden at the UAV.

3In this chapter, we consider to select two GUs to form a NOMA group since it enjoys a
lower computational complexity and a shorter signal processing delay for successive interference
cancellation (SIC) decoding at GUs, compared with that of grouping more NOMA users [93,97].
Moreover, as shown in [78,133], the performance gain of NOMA over OMA diminishes rapidly
with increasing the number of users in one NOMA group. Therefore, the considered two-user
NOMA scheme can achieve a considerable performance improvement than conventional OMA
scheme.

4Since the typical size of each element in a small-scale IRS is the same order of the wavelength
of the carrier frequency, λc, [127], e.g., λc

2 , the separations between reflecting elements of the
IRS in the x-dimension and the y-dimension, denoted as ∆Rx and ∆Ry, respectively, are much
shorter than that of the distance between the UAV and the IRS, dAR[n], as well as the distance
between the IRS and GUs, dRG

k . Thus, we assume that the distance of each element of the IRS
to a GU/UAV is the same, as commonly adopted in the literature [69].
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Figure 5.1: An IRS-assisted UAV-NOMA communication system with multiple
ground users.

5.2.1 Channel Model

In the considered system, we assume that the channels between the UAV and

the GUs as well as the IRS and the GUs follow a frequency flat Rician fading

channel model with an altitude-dependent Rician factor [40, 80]. Note that the

Doppler effect caused by the movement of the UAV can be well compensated by

adopting existing frequency synchronization algorithms, e.g., [126]. According

to [40], the Rician factor of the direct link between the UAV and different GUs is

non-identical caused by the UAV’s mobility and their surrounding environment.

In fact, the altitude-dependent Rician factor for UAV-GUs link can be modeled

by an exponential function [40,80], which is given by

κAG
k [n] = A1 exp

(
A2θ

AG
k [n]

)
, (5.2)
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where θAG
k [n] is the elevation angle-of-departure (AoD) from the UAV to GU k

at time slot n, as shown in Fig. 5.2, and is given by

θAG
k [n] = arcsin

(
z[n]

dAG
k [n]

)
. (5.3)

Note that A1 > 0 and A2 > 0 are constant parameters related to the terrain

environment and can be obtained via long-term measurements. Then, we can

observe that the Rician factor is bounded by κmin ≤ κAG
k [n] ≤ κmax, where

κmin = A1 and κmax = A1e
A2π/2.

Hence, the Rician channel between the UAV and GU k at time slot n is given

by

hAG
k [n] =

√
β0

(dAG
k [n])αAG

[√
κAG
k [n]

1 + κAG
k [n]

hAG,LoS
k [n] +

√
1

1 + κAG
k [n]

∆hAG
k [n]

]
∈ C,

(5.4)

where hAG,LoS
k [n] = e−j2πd

AG[n]
k /λc and the associated phase rotation is caused by

the delay of the LoS component of UAV-GUs link, which is determined solely

by their locations and is known to the system. ∆hAG
k [n] ∈ C ∼ CN (0, 1)

denotes the randomly scattered component of the channel experienced by GU

k at time slot n. Note that β0 ∈ R and αAG > 0 denote the average

channel power gain at the reference distance and the path loss exponent of

the UAV-GUs channel, respectively. Besides, we use ξAG
k [n] to represent the

horizontal AoD from the UAV to GU k at time slot n and λc denotes the

wavelength of the carrier frequency. Fig. 5.2 shows the geographic relations

of sin ξAG
k [n] = |xk−x[n]|√

(xk−x[n])2+(yk−y[n])2
and cos ξAG

k [n] = |yk−y[n]|√
(xk−x[n])2+(yk−y[n])2

. On

the other hand, the pure LoS channel5 from the UAV to the IRS at time slot n

5In practice, the IRS is mounted at the wall of a building that has a similar height with
traditional base stations deployed in outdoor wireless communication systems [134], e.g., 20−30
meters. Based on the field measurements in [106, 107], the LoS probability of the air-to-air
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Figure 5.2: The vertical and horizontal AoDs/AoAs between the UAV, IRS, and
GU k in the considered downlink communication system are shown on the left-
hand side and the right-hand side, respectively.

is denoted as

hAR[n]

=

√
β0

(dAR[n])αAR e
−j 2πdAR[n]

λc

×
[
1, e−j

2π∆Rx
λc

sin θRA[n] cos ξRA[n], . . . , e−j
2π∆Rx
λc

(MRx−1) sin θRA[n] cos ξRA[n]
]H

⊗
[
1, e−j

2π∆Ry
λc

sin θRA[n] sin ξRA[n], . . . , e−j
2π∆Ry
λc

(MRy−1) sin θRA[n] sin ξRA[n]
]H∈CMR×1,

(5.5)

where αAR > 0 is the path loss exponent of the UAV-IRS link. As shown

in Fig. 5.2, θRA[n] and ξRA[n] denote the vertical and horizontal angle-

of-arrivals (AoAs) between the UAV and the IRS, respectively. Note that

sin θRA[n] = |z[n]−HR|
dAR[n]

, sin ξRA[n] = |xR−x[n]|√
(xR−x[n])2+(yR−y[n])2

, and cos ξRA[n] =

|yR−y[n]|√
(xR−x[n])2+(yR−y[n])2

. Besides, the Rician channel from the IRS to GU k at time

communication channel closely approaches one. Thus, in our proposed system, we assume that
the UAV-IRS link experiences the pure LoS channel which the corresponding channel coefficients
can be determined by their locations.
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slot n can be modeled as

hRG
k [n] =

√
β0

(dRG
k )αRG

[√
κRG

1 + κRG
hRG,LoS
k +

√
1

1 + κRG
∆hRG

k [n]

]
∈ CMR×1,

(5.6)

where

hRG,LoS
k = e−j

2πdRG
k
λc

[
1, e−j

2π∆Rx
λc

sin θRG
k cos ξRG

k , . . . , e−j
2π∆Rx
λc

(MRx−1) sin θRG
k cos ξRG

k
]H

⊗
[
1, e−j

2π∆Ry
λc

sin θRG
k sin ξRG

k , . . . , e−j
2π∆Ry
λc

(MRy−1) sin θRG
k sin ξRG

k
]H

(5.7)

is the LoS component that is known to the system. ∆hRG
k [n] ∈ CMR×1 ∼

CN (0, IMR
), αRG ≥ 0, and κRG ≥ 0 represent the randomly scattered component,

the path loss exponent, and the fixed Rician factor of the IRS-GUs channel,

respectively. θRG
k and ξRG

k denote the vertical and horizontal AoDs from the

IRS to GU k, respectively. As shown in Fig. 5.2, we have sin θRG
k = HR

dRG
k

,

sin ξRG
k = |xR−xk|√

(xR−xk)2+(yR−yk)2
, and cos ξRG

k = |yR−yk|√
(xR−xk)2+(yR−yk)2

.

Moreover, the IRS can manipulate the reflected signals to GUs by introducing

controllable phase shifts. The phase control matrix imposed by the IRS at time

slot n is given by6

Φ[n] = diag(ejφ1,1[n], . . . , ejφmRx,mRy
[n], . . . , ejφMRx,MRy

[n]) ∈ CMR×MR , (5.8)

where φmRx,mRy
[n] ∈ [0, 2π), mRx = {1, . . . ,MRx}, mRy = {1, . . . ,MRy},

represents the phase control introduced by the (mRx,mRy)-th reflecting element of

the IRS at time slot n. Now, we define the end-to-end effective channel7 between

6Note that although continuous phase control is considered in this chapter, it can be extended
to the case discrete phase control via a similar approach as in [63,64] and with the IRS channel
estimation as in [65,135].

7The signal propagation delay between the direct link and the reflection link is negligible
as it is about 2 µs in an 500 × 500 m2 service area, which is much shorter than the symbol
duration in long-term evolution (LTE) systems (around 70 µs) [136].
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the UAV and GU k at time slot n as

hk[n] = hAG
k [n] + (hRG

k [n])HΦ[n]hAR[n] ∈ C. (5.9)

Meanwhile, at the UAV side, the deterministic components of all channels,

including the LoS components, path loss as well as the Rician factors can be

determined that are available for the designed trajectory of the UAV. Apart

from the deterministic components, the distributions of the randomly scattered

components in the UAV-GUs and IRS-GUs links are also available [137].

5.2.2 NOMA Transmission and Achievable Data Rate

We consider NOMA transmission at the UAV to serve two GUs at each time slot

as it is potential to achieve a higher power efficiency than that of the conventional

OMA schemes8 [93]. Without loss of generality, when the UAV selects GU k and

GU k′ to form a NOMA group and instructs GU k to perform SIC decoding

at time slot n, we denote sk,k′ [n] = 1, ∀k, k′. Otherwise, sk,k′ [n] = 0. When

sk,k′ [n] = 1, the UAV transmits the superimposed signals for GU k and GU

k′ simultaneously. As illustrated in Fig. 5.1, GU k is assumed as the user

performing SIC which first decodes the information of GU k′ before decoding its

own information. Besides, GU k′ is assumed as the non-SIC user which directly

decodes its own information while treating the interference of GU k as noise. For

sk,k′ [n] = 1, the achievable data rates of the two stages of SIC decoding at GU

k serving as a SIC user and that of GU k′ serving as a non-SIC user can be

8The proposed optimization framework is a generalized one which subsumes TDMA as a
special case.
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formulated as

CI,SIC
k,k′ [n] = log2

(
1 +

pk′ [n]|hk[n]|2

pk[n]|hk[n]|2 + σ2
k

)
, ∀n, k 6= k′, (5.10)

CII,SIC
k,k′ [n] = log2

(
1 +

pk[n]|hk[n]|2

σ2
k

)
,∀n, k, and (5.11)

CNSIC
k,k′ [n] = log2

(
1 +

pk′ [n]|hk′ [n]|2

pk[n]|hk′ [n]|2 + σ2
k′

)
,∀n, k 6= k′, (5.12)

respectively, where pk[n], pk′ [n], σ2
k, and σ2

k′ denote the power allocation variables

and the background noise powers for GU k and GU k′ at time slot n, respectively.

Note that when k = k′, sk,k[n] = 1 models the case of TDMA where only GU

k is served at time slot n and the achievable rate can be given by CII,SIC
k,k [n]

in (5.11). However, due to the existence of randomly scattered components in

Rician fading channels, an outage event occurs when the transmission rate exceeds

the achievable data rate. To capture the potential outage events, we define the

effective rate allocation for GU k and GU k′ at time slot n as rk[n] and rk′ [n],

respectively. When sk,k′ [n] = 1, rk[n] can be achieved when the two stages of SIC

decoding at GU k are successful, i.e., rk′ [n] ≤ CI,SIC
k,k′ [n] and rk[n] ≤ CII,SIC

k,k′ [n].

Meanwhile, rk′ [n] can be achieved when the direct decoding at GU k′ is successful,

i.e., rk′ [n] ≤ CNSIC
k,k′ [n]. Besides, when sk,k[n] = 1, rk[n] can be achieved when

rk[n] ≤ CII,SIC
k,k [n].

Our design aims to satisfy the minimum data rate requirement of each user

while taking into account the potential outages of both SIC decoding and direct

decoding. Therefore, we formulate the average transmission rate of user k during
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the whole flight period as follows:

R̄k =
1

N

N∑
n=1

K∑
k′=1
k′ 6=k

sk,k′ [n]rk[n]

︸ ︷︷ ︸
GU k as a SIC user

+
1

N

N∑
n=1

K∑
k′=1
k′ 6=k

sk′,k[n]rk[n]

︸ ︷︷ ︸
GU k as a non-SIC user

+
1

N

N∑
n=1

sk,k[n]rk[n]︸ ︷︷ ︸
GU k as an OMA user

,

(5.13)

where the first term denotes the average transmission rate of GU k as a SIC user,

the second term denotes the average transmission rate of GU k as a non-SIC user,

and the third term represents the average transmission rate of GU k as an OMA

user.

5.2.3 Power Consumption Model

The power consumption of the UAV plays an important role in UAV-based

communications due to its small-size onboard battery with limited energy

capacity. The system power consumption consists of the UAV’s communication

power and the flight power. The communication power of the UAV at time slot

n can be given by

Pcomm[n] = η

(
K∑
k=1

K∑
k′ 6=k

sk,k′ [n] (pk[n]+pk′ [n]) +
K∑
k=1

sk,k[n]pk[n]

)
, (5.14)

where 1
η
> 0 denotes the efficiency of the power amplifier of the transmit antenna.

Note that the first term denotes the communication power consumption for

NOMA users and the second term represents the communication power of the

users selected to operate in OMA mode. In this system, we consider a rotary

wing UAV as it has a higher maneuverability than fixed wing UAVs. According

to [3, 31], the flight power consumption of a rotary wing UAV at time slot n is
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Table 5.1: Physical meaning of parameters in flight power consumption model of
UAV [3].

Parameters Physical meaning Simulation values
G Weight of UAV 20 (Newton)
Ω Blade angular velocity 300 (radians/second)
r Rotor radius 0.4 (meter)
ρ Air density 1.225 (kg/m3)
s Rotor solidity 0.05 (m3)
Ar Rotor disc area 0.503 (m2)

v0
Induced velocity for rotor in forwarding

flight
4.03 (meter/second)

d0 Fuselage drag ratio 0.3
Po Blade profile power in hovering status 79.86 (watt)
Pi Induced power in hovering status 88.63 (watt)

given by

Pfly[n] = Po

(
1 +

3(v2
x[n] + v2

y[n])

Ω2r2

)
︸ ︷︷ ︸

Bladeprofile power

+
Piv0

v2
x[n] + v2

y [n]︸ ︷︷ ︸
Induced power

+
1

2
d0ρsAr(v

2
x[n] + v2

y[n])3/2︸ ︷︷ ︸
Parasite power

+ Gvz[n]︸ ︷︷ ︸
Vertical flight power

, (5.15)

where the velocity of the UAV in 3D Cartesian coordinate is denoted as v[n] =

[vx[n], vy[n], vz[n]]T ∈ R3×1. The physical meanings of the parameters in (5.15)

are summarized in Table 5.1. In (5.15), the first three components are related

to horizontal flight power and the last component, the vertical flight power

consumption, plays an important role in controlling the UAV’s flight altitude.

In particular, it is expected that optimizing the vertical velocity, vz[n], can affect

the flight endurance and the flight power consumption.

On the other hand, in practice, the IRS is usually mounted on the building

exterior which is accessible to energy source. Besides, the IRS is nearly passive

and its operation power is a constant which is much lower than that of the
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communication and flight power consumption of the UAV [3, 5]. Therefore, we

ignore the IRS power consumption in the considered system.

5.3 Problem Formulation

The optimization problem for minimizing the average total power consumption

via jointly designing the user scheduling S = {sk,k′ [n],∀n, k, k′}, the power alloca-

tion P = {pk[n], ∀n, k}9, the effective transmission rate R = {rk[n], ∀n, k}10, the

UAV’s 3D trajectory T = {t[n],∀n}, the UAV’s 3D flight velocity V = {v[n],∀n},

and the phase control policy of the IRS Φ = {φmRx,mRy
[n], ∀n,mRx,mRy} is

9In practise, the total power draws by the power amplifier can be comparable to the flight
power consumption, e.g., roughly 1

3 of the latter. As such, we optimize both pk[n] and Pfly[n]
in the objective function since the transmit power allocation affects substantially the UAV’s
trajectory, which is directly related to flight power consumption.

10Note that the transmission rate rk[n] is optimized to satisfy the outage probability
constraints based on the practical altitude-dependent Rician fading channel model while only
the statistical CSI is available for resource allocation.
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formulated as:

minimize
S,P,R,T ,V,Φ

1

N

N∑
n=1

Pcomm[n] +
1

N

N∑
n=1

Pfly[n] (5.16)

s.t.C1 : sk,k′ [n] ∈ {0, 1},∀n, k, k′,

C2 :
K∑
k=1

K∑
k′=1

sk,k′ [n] ≤ 1,∀n,

C3 : pk[n] ≥ 0,∀n, k,

C4 : Pcomm[n] ≤ Ppeak,∀n,

C5 : R̄k ≥ Rmink ,∀k,

C6 : Pr
(
sk,k′ [n]rk′ [n] ≤ sk,k′ [n]CI,SIC

k,k′ [n], sk,k′ [n]rk[n] ≤ sk,k′ [n]CII,SIC
k,k′ [n]

)
≥ 1− εSIC

k ,∀n, k′ 6= k,

C7 : Pr
(
sk′,k[n]rk[n] ≤ sk′,k[n]CNSIC

k′,k [n]
)
≥ 1− εNSIC

k , ∀n, k′ 6= k,

C8 : Pr
(
sk,k[n]rk[n] ≤ sk,k[n]CII,SIC

k,k [n]
)
≥ 1− εOMA

k ,∀n, k,

C9 : t[n+ 1] = t[n] + v[n]τ, n = 1, . . . , N − 1,

C10 : t[1] = t0,

C11 : t[N ] = tF,

C12 : tmin ≤ t[n] ≤ tmax,∀n,

C13 : ‖v[n+ 1]− v[n]‖ ≤ Vaccτ, ∀n,

C14 : ‖v[n]‖ ≤ Vmax, ∀n,

C15 : 0 ≤ φmRx,mRy
[n] < 2π,∀n,mRx,mRy.

Note that C1 defines the user scheduling variable and C2 guarantees that at most

two users are scheduled at each time slot. C3 is the non-negative constraint for

the transmit power from the UAV to GU k and Ppeak in C4 represents the peak

transmission power of the UAV at each time slot. Constraint C5 is introduced
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to limit the minimum data rate for each user. Constraints C6 − C8 represent

the maximum outage probability constraints for the SIC decoding at SIC users,

the direct decoding at non-SIC users11, and the direct decoding at OMA users,

respectively, where εSIC
k > 0, εNSIC

k > 0, and εOMA
k > 0 are corresponding

maximum tolerable outage probabilities. Constraint C9 denotes the relationship

between the UAV’s 3D trajectory and its flight velocity12. C10 and C11 denote

the starting and the final locations of the UAV, respectively. Parameters tmin

and tmax in constraint C12 limit the maximum service area of the UAV. Vacc and

Vmax in constraints C13 and C14 denote the maximum flight acceleration and the

maximum flight velocity, respectively. C15 limits the range of phase control of

the IRS.

5.4 Problem Solution

The formulated problem in (5.16) is a non-convex optimization problem and

there is no systematic and efficient method to obtain the globally optimal

solution. In the following, we first simplify the studied problem by exploiting its

special structure at the optimality. Then, a computationally-efficient suboptimal

algorithm is proposed to obtain a high-quality solution.

11In this system, we assume that the SIC user did not tempt to decode its own message if
the first stage is failed, as commonly adopted in [18,36,93].

12Note that the UAV’s flight velocity is a function of its trajectory for a given time slot
duration τ . However, directly expressing the total power consumption in terms of UAV’s
trajectory or expressing the effective channel gain in terms of UAV’s flight velocity would lead
to an intractable formulation. Thus, we introduce variables of the UAV’s trajectory and flight
velocity to simplify the problem at hand.
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5.4.1 Phase Control and Outage-guaranteed Effective Chan-

nel Gain

Since the randomly scattered components of the channels, e.g., ∆hAG
k [n] and

∆hRG
k [n], are unknown, optimizing the phase control policy of the IRS has to

rely on the LoS components of the channels, hAR[n], hAG,LoS
k [n], and hRG,LoS

k . To

facilitate our design, we propose a efficient closed-form suboptimal phase control

policy and derive the effective channel gain based on the distributions of ∆hAG
k [n]

and ∆hRG
k [n]. Note that the proposed design can significantly reduce the required

signaling overhead for CSI acquisition and phase control.

To determine the IRS phase control, since GU k is designed to perform SIC

decoding and it is more likely to suffer from the channel outage than GU k′, we

assume that the IRS is always controlled to coherently combine the LoS channels

of GU k when sk,k′ [n] = 1. In the following, we summarize a suboptimal phase

control policy in a theorem.

Theorem 5.1. A suboptimal phase control policy of the IRS at time slot n

φmRx,mRy
[n] for minimizing the total system power consumption is given by

φmRx,mRy
[n]

=
K∑
k=1

K∑
k′=1

sk,k′ [n]

(
2π∆Rx

λc

(mRx − 1)
(
sin θRG

k cos ξRG
k − sin θRA[n] cos ξRA[n]

)
+

2π∆Ry

λc

(mRy − 1)
(
sin θRG

k sin ξRG
k − sin θRA[n] sin ξRA[n]

)
+

2π

λc

(
dAR
k [n] + dRG

k − dAG
k [n]

))
. (5.17)

Proof: Please refer to appendix D.1 for a proof of Theorem 5.1.

Applying (5.17) to (5.4)–(5.7) yields the effective channels from the UAV to
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GU k and GU k′ at time slot n are given by

hk[n] =

√
β0κAG

k [n]

Ak[n]
+

√
β2

0κ
RGM2

R

Bk[n]
+

√
β0

Ak[n]
∆hAG

k [n] +

√
β2

0M
2
R

Bk[n]
∆hRG

k [n] and

(5.18)

hk′ [n] =

√
β0κAG

k′ [n]

Ak′ [n]
e−j

2π
λ

(dAG
k′ [n]+dAG

k [n]) +

√
β2

0κ
RG

Bk′ [n]
e−j

2π
λ

(dRG
k′ −d

RG
k )

MRx∑
mRx=1

MRy∑
mRy=1

exp

(
− j 2π

λ

[
∆Rx(mRx − 1)(sin θRG

k′ cos ξRG
k′ − sin θRG

k cos ξRG
k )

+∆Ry(mRy − 1)(sin θRG
k′ sin ξRG

k′ − sin θRG
k sin ξRG

k )
])

+

√
β0

Ak′ [n]
∆hAG

k′ [n] +

√
β2

0

Bk′ [n]
∆hRG

k′ [n], (5.19)

respectively, whereAk[n] = (dAG
k [n])α

AG
(1+κAG

k [n]), Bk[n] = (dAR[n])α
AR

(dRG
k )α

RG
(1+

κRG), Ak′ [n] = (dAG
k′ [n])α

AG
(1 + κAG

k′ [n]), and Bk′ [n] = (dAR[n])α
AR

(dRG
k′ )α

RG
(1 +

κRG). We can observe that hk[n] and hk′ [n] follow the Gaussian distribution

with mean,
√

β0κAG
k [n]

Ak[n]
+
√

β2
0κ

RGM2
R

Bk[n]
and

√
β0κAG

k′ [n]

Ak′ [n]
+
√

β2
0κ

RG

Bk′ [n]
, as well as variance,

β0

Ak[n]
+

β2
0M

2
R

Bk[n]
and β0

Ak′ [n]
+

β2
0

Bk′ [n]
, respectively. In other words, the end-to-end

effective channels of GUs still follows the altitude-dependent Rician fading with

our proposed phase control policy13. Note that the outage probability constraints

C6−C8 of the formulated optimization problem (5.16) are active at the optimal

13The obtained closed-form IRS phase shift in (5.17) is the optimal solution for the case of
OMA.
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point. Then, constraints C6− C8 can be rewritten as14

1− εSIC
k = Pr

(
sk,k′ [n]rk′ [n] ≤ sk,k′ [n]CI,SIC

k,k′ [n], sk,k′ [n]rk[n] ≤ sk,k′ [n]CII,SIC
k,k′ [n]

)
= Pr

(
σ2
k(2

rk′ [n] − 1)

pk′ [n]− pk[n](2rk′ [n] − 1)
≤ |hk[n]|2, σ

2
k(2

rk[n] − 1)

pk[n]
≤ |hk[n]|2

)
= max

{
1− Fn,k

(
σ2
k(2

rk′ [n] − 1)

pk′ [n]− pk[n](2rk′ [n] − 1)

)
,

1− Fn,k
(
σ2
k(2

rk[n] − 1)

pk[n]

)}
, (5.20)

1− εNSIC
k = Pr

(
sk′,k[n]rk[n] ≤ sk′,k[n]CNSIC

k′,k [n]
)

= Pr

(
σ2
k(2

rk[n]v − 1)

pk[n]− pk′ [n](2rk[n] − 1)
≤ |hk[n]|2

)
= 1− Fn,k

(
σ2
k(2

rk[n]−1)

pk[n]− pk′ [n](2rk[n] − 1)

)
, (5.21)

1− εOMA
k = Pr

(
sk,k[n]rk[n] ≤ sk,k[n]CII,SIC

k,k [n]
)

= Pr

(
σ2
k(2

rk[n] − 1)

pk[n]
≤ |hk[n]|2

)
= 1− Fn,k

(
σ2
k(2

rk[n] − 1)

pk[n]

)
, (5.22)

respectively. Note that Fn,k(·) is the cumulative distribution function (CDF) of

the random variable |hk[n]|2, which is given by [40,138]

Fn,k(χ)

= 1−Q1

(√
β0κAG

k [n]Bk[n]

Dk[n]
+

√
β2

0κ
RGM2

RAk[n]

Dk[n]
,

√
Ak[n]Bk[n]

Dk[n]
χ

)
and (5.23)

Fn,k(f
NSIC
k [n])

= 1−Q1

(√
β0κAG

k [n]Bk[n]

Dk[n]
+

√
β2

0κ
RGAk[n]

Dk[n]
,

√
Ak[n]Bk[n]

Dk[n]
fNSIC
k [n]

)
, (5.24)

where χ ∈ {f I,SIC
k [n], f II,SIC

k [n], fOMA
k [n]}, fSIC

k [n] = min
{
f I,SIC
k [n], f II,SIC

k [n]
}

, and

14Note that since outage constraints C6 − C8 are inactive if sk,k′ [n] = 0, we only consider
the situation of sk,k′ [n] = 1 while handling the intractable constraints C6−C8 in the following
process.
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Figure 5.3: The structure of the employed three-layer feedforward neural network.

Dk[n] = β0Bk[n]+β2
0M

2
RAk[n]. Note that fSIC

k [n], fNSIC
k [n], and fOMA

k [n] denote

the outage-guaranteed effective channel gain for GU k when it is selected as a

SIC user, a non-SIC user, and an OMA user, respectively. Function Q1(a, b)

is the standard Marcum-Q function [139]. In general, there is no closed-form

expression for (5.23) and (5.24). More importantly, their inverse functions, i.e.,

F−1
n,k(f I,SIC

k [n]), F−1
n,k(f II,SIC

k [n]), F−1
n,k(fNSIC

k [n]), and F−1
n,k(fOMA

k [n]), for returning

outage-guaranteed effective channel gains, f I,SIC
k [n], f II,SIC

k [n], fNSIC
k [n], and

fOMA
k [n] are intractable functions with respect to (w.r.t.) the 3D trajectory of the

UAV, t[n]. On the other hand, although the value of the Marcum-Q function can

be found via a lookup table, it does not facilitate the overall resource allocation

design.

To strike a balance between the system performance and the computational

complexity, in this chapter, we adopt a DNN approach15 [140,141] to approximate

the outage-guaranteed effective channel gain f ik[n] for different schemes i ∈
15Note that although existing data regression methods, e.g., discriminant analysis and

stochastic modeling, have been proposed to approximate the sophisticated effective channel
gain, the obtained results are generally intractable which do not facilitate the design of
computationally efficient resource allocation.
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{SIC,NSIC,OMA} as a tractable function w.r.t. the 3D trajectory of the UAV

and location of GUs. Fig. 5.3 shows the structure of a three-layer feedforward

neural network [142, 143]. Thus, for each location of the UAV, t[n], the location

of GU k, lk, and a given outage probability, εik, we can generate the numerical

data of 1
f ik[n]

based on (5.2)–(5.7), (5.20)–(5.24) which serve as labels for neural

network training16. After offline training based on the generated samplings, we

can then obtain a well-trained neural network. That is, for given maximum

tolerable outage probabilities εik, we obtain the approximated outage-guaranteed

user location-aware effective channel gain for GU k as

f ik[n] ≈ 1

(wi
3)H
[
wi

2 [wi
1qk[n] + bi1]

+
+ bi2

]+

+ bi3

. (5.25)

Note that [wi
1qk[n] + bi1]

+
is the rectified linear unit (ReLU) function for GU

k adopting scheme i, which is a convex function w.r.t. qk[n]. Vector qk[n] =

[t[n]; lk] ∈ R6×1 collects the trajectory of the UAV and the location of GU k at

time slot n. Parameters wi
1 ∈ R200×6, bi1 ∈ R200×1, wi

2 ∈ R100×200, bi2 ∈ R100×1,

wi
3 ∈ R100×1, and bi3 ∈ R are the well-trained weights and biases for scheme i

between layer 1 and layer 2, layer 2 and layer 3, as well as layer 3 and layer

4, respectively, as shown in Fig. 5.3. To verify the approximation accuracy,

as shown in Fig. 5.4 and Fig. 5.5, we present the numerical result of f ik[n]

based on (5.23) and (5.24) as well as the approximated value by the neural

network model according to (5.25) for different dimensions, respectively. We

can observe from them that the numerical result of f ik[n] based on (5.2)–(5.7),

(5.20)–(5.24) closely match their predicted effective channel gains obtained by

16The reason for adopting 1
fi
k[n]

as a label rather than f ik[n] is that the former can be

interpreted as the path loss between the UAV and the desired GU’s location which directly
depends on the UAV’s trajectory.
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our well-trained numerical network model. Besides, the normalized mean square

error (NMSE) between the numerical channel gain and the outage-guaranteed

effective channel gain via the DNN approach is less than 0.005. In particular,

there is a non-trivial trade-off between the flight altitude, outage-guaranteed

effective channel gain, and the horizontal distance between the UAV and the

GUs. For example, as shown in Fig. 5.5, when the horizontal distance between

the UAV and the desired users (e.g., GU 1 and GU 2) is large, increasing the

flight altitude to a certain extent would increase the effective channel gain.

Specifically, a higher flight altitude can reduce the variance of Rician fading

channel in (5.4) which facilitates a more power-efficient UAV communication.

However, an exceedingly high flight altitude would cause the decrease in outage-

guaranteed effective channel gain, as the increased path loss outweights the gain

brought by reduced channel uncertainty. On the other hand, when the horizontal

distance between the UAV and the user (e.g., GU 3) is short, increasing the flight

altitude is not beneficial to the effective channel gain since the increased path

loss is dominated. As a result, we set the outage-guaranteed transmission rate

for GU k as a SIC user, a non-SIC user, and an OMA user17 are given by

rk[n] = log2

(
1 +

pk[n]fSIC
k [n]

σ2
k

)
, ∀n, k 6= k′, if sk,k′ [n] = 1, (5.26)

rk[n] = log2

(
1 +

pk[n]fNSIC
k [n]

pk′ [n]fNSIC
k [n] + σ2

k

)
, ∀n, k 6= k′, if sk′,k[n] = 1, and (5.27)

rk[n] = log2

(
1 +

pk[n]fOMA
k [n]

σ2
k

)
, ∀n, k, if sk,k[n] = 1, (5.28)

respectively. Then, by applying (5.26) and (5.27) to constraint C5a, we can

readily reformulate the original optimization formulation in (5.16) as the following

17Note that we will verify the accuracy of the outage probability obtained by using (5.25) as
the outage-guaranteed effective channel gain in the simulation section.
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Figure 5.4: Comparisons between the numerical data and the neural network
model versus the UAV’s location at the x-dimension and the y-dimension for a
specific altitude, i.e., 140 m, when the maximum tolerable outage probability =
0.01 and κmin = 0 dB. The location of GUs and the IRS are listed in Table 5.2.

problem:

minimize
S,P,T ,V,Q

1

N

N∑
n=1

Pcomm[n] +
1

N

N∑
n=1

Pfly[n] (5.29)

s.t.C1− C4,C9− C14,

C5 :
1

N

N∑
n=1

[
K∑
k′=1
k′ 6=k

(
sk,k′ [n] log2

(
1 +

pk[n]fSIC
k [n]

σ2
k

)

+ sk′,k[n] log2

(
1 +

pk[n]fNSIC
k [n]

pk′ [n]fNSIC
k [n] + σ2

k

))
+ sk,k[n] log2

(
1 +

pk[n]fOMA
k [n]

σ2
k

)]
≥ Rmink ,∀k,

C16 : qk[n] = [t[n]; lk],∀n, k,
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Figure 5.5: Comparisons between the numerical data and the neural network
model versus the UAV’s vertical location at z-dimension with horizontal locations,
i.e., (170, 200), (180, 300), and (60, 400), calculated for GU 1, GU 2, and GU 3,
respectively, when the maximum tolerable outage probability = 0.01 and κmin = 0
dB.

where Q = {qk[n],∀n, k}. Note that we can rewrite C5 as

C5 :
1

N

N∑
n=1

[
K∑
k′=1
k′ 6=k

RSIC
k,k′ [n] +

K∑
k′=1
k′ 6=k

(
RI
k′,k[n]−RII

k′,k[n]
)

+ROMA
k,k [n]

]
≥ Rmink ,∀k,

(5.30)
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Figure 5.6: A flow chart for the illustration of the proposed iterative algorithm.

where

RSIC
k,k′ [n] = sk,k′ [n] log2

(
1 +

pk[n]fSIC
k [n]

σ2
k

)
, (5.31)

RI
k′,k[n] = sk′,k[n] log2

(
(pk[n] + pk′ [n])fNSIC

k [n] + σ2
k

)
, (5.32)

RII
k′,k[n] = sk′,k[n] log2

(
pk′ [n]fNSIC

k [n] + σ2
k

)
, and (5.33)

ROMA
k,k [n] = sk,k[n] log2

(
1 +

pk[n]fOMA
k [n]

σ2
k

)
. (5.34)

Although the reformulated problem in (5.29) is more tractable, it is still

non-convex due to the coupling between the communication resource allocation

variables and the UAV’s trajectory design variables. Now, to obtain an efficient

suboptimal solution, we adopt the alternating optimization (AO) method [112] by

separating the optimization problem in (5.29) into two subproblems and address

them iteratively. The solution structure is shown in a flow chart in Fig. 5.6. In

particular, subproblem 1 optimizes the user scheduling S = {sk,k′ [n],∀n, k, k′}

and the power allocation P = {pk[n], ∀n, k} for a given UAV’s 3D trajectory
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T = {t[n],∀n}, 3D flight velocity V = {v[n],∀n}, and Q = {qk[n],∀n, k};

Subproblem 2 optimizes the UAV’s 3D trajectory T = {t[n], ∀n}, its 3D flight

velocity V = {v[n], ∀n}, and Q = {qk[n],∀n, k} for a given user scheduling

S = {sk,k′ [n],∀n, k, k′} and power allocation P = {pk[n],∀n, k}. Now, we study

the solution of subproblem 1.

5.4.2 Subproblem 1: Optimizing User Scheduling and

Power Allocation

In this subproblem, for any given UAV’s trajectory and flight velocity, the user

scheduling and power allocation can be formulated as:

minimize
S,P

1

N

N∑
n=1

Pcomm[n] +
1

N

N∑
n=1

Pfly[n] (5.35)

s.t. C1− C4,C5.

Note that constraint C2 is an affine constraint w.r.t. the user scheduling

sk,k′ [n]. First, to address the nonconvexity of the problem, we handle the coupling

between the paired user scheduling sk,k′ [n] and transmit power allocation pk[n]

variables by introducing one slack variable18 p̃k,k′,k[n] = sk,k′ [n]pk[n]. Then, by

adopting the big-M formulation [45,97,113], we introduce the following auxiliary

18Note that the slack variable with different subscripts have different physical meanings,
i.e., p̃k,k′,k[n] = sk,k′ [n]pk[n], p̃k,k′,k′ [n] = sk,k′ [n]pk′ [n], p̃k′,k,k[n] = sk′,k[n]pk[n], p̃k′,k,k′ [n] =
sk′,k[n]pk′ [n], and p̃k,k,k[n] = sk,k[n]pk[n] are the power allocation for GU k and k′ when GU k
as the SIC user and GU k′ as the non-SIC user, the power allocation for GU k and k′ when GU
k′ as the SIC user and GU k as the non-SIC user, and the power allocation for GU k when it as
the OMA user, respectively. In this chapter, we adopt p̃k,k′,k[n] to represent the slack variable
to simplify the presentation.
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constraints:

C17 : p̃k,k′,k[n] ≤ pk[n],∀n, k, k′,

C18 : p̃k,k′,k[n] ≤ sk,k′ [n]Ppeak, ∀n, k, k′,

C19 : p̃k,k′,k[n] ≥ 0,∀n, k, k′,

C20 : p̃k,k′,k[n] ≥ pk[n]− (1− sk,k′ [n])Ppeak,∀n, k, k′. (5.36)

Then, we can rewrite the binary constraint C1 in its equivalent form as

C1a :
N∑
n=1

K∑
k=1

K∑
k′=1

(
sk,k′ [n]− (sk,k′ [n])2

)
≤ 0,

C1b : 0 ≤ sk,k′ [n] ≤ 1,∀n, k, k′, (5.37)

where variable sk,k′ [n] is a continuous value between zero and one. However,

constraint C1a is a reverse convex function [103, 115]. To handle this non-

convexity, we reformulate the problem formulation in (5.35) based on [45,93,103]

as its equivalent form:

minimize
S,P,P̃

1

N

N∑
n=1

K∑
k=1

[
η

( K∑
k′=1
k′ 6=k

(p̃k,k′,k[n] + p̃k,k′,k′ [n]) + p̃k,k,k[n]

)

+
K∑
k′=1

ζ
(
sk,k′ [n]− (sk,k′ [n])2

) ]
+

1

N

N∑
n=1

Pfly[n] (5.38)

s.t. C1b,C2,C17− C20,

C̃3 : p̃k,k′,k[n] ≥ 0,∀n, k, k′,

C̃4 :
K∑
k=1

(
K∑
k′ 6=k

(p̃k,k′,k[n] + p̃k,k′,k′ [n]) + p̃k,k,k[n]

)
≤ Ppeak,∀n,

C̃5 :
1

N

N∑
n=1

[
K∑
k′=1
k′ 6=k

R̃SIC
k,k′ [n] +

K∑
k′=1
k′ 6=k

(
R̃I
k′,k[n]− R̃II

k′,k[n]
)

+ R̃OMA
k,k [n]

]
≥ Rmink ,∀k,



134
5. RESOURCE ALLOCATION AND 3D TRAJECTORY DESIGN FOR

POWER-EFFICIENT IRS-ASSISTED UAV-NOMA COMMUNICATIONS

where

R̃SIC
k,k′ [n] = sk,k′ [n] log2

(
1 +

p̃k,k′,k[n]fSIC
k [n]

sk,k′ [n]σ2
k

)
, (5.39)

R̃I
k′,k[n] = sk′,k[n] log2

(
(p̃k′,k,k[n] + p̃k′,k,k′ [n])fNSIC

k [n]

sk′,k[n]
+ σ2

k

)
, (5.40)

R̃II
k′,k[n] = sk′,k[n] log2

(
p̃k′,k,k′ [n]fNSIC

k [n]

sk′,k[n]
+ σ2

k

)
, and (5.41)

R̃OMA
k,k [n] = sk,k[n] log2

(
1 +

p̃k,k,k[n]fOMA
k [n]

sk,k[n]σ2
k

)
, (5.42)

P̃ = {p̃k,k′,k[n],∀n, k, k′}, and ζ � 1. Note that the optimization problem in

(5.38) is still non-convex and the non-convexity arises from the objective function

and constraint C̃5. Thus, we handle the penalty terms in the objective function

and R̃II
k′,k[n] in nonconvex constraints C̃5 in problem (5.38) via the iterative

successive convex approximation (SCA) technique [78,130]. Specifically, for given

sj1k,k′ [n] and pj1k,k′,k[n] in the j1-th iteration, an upper bound of the penalty term

and R̃II
k′,k[n] can be obtained by their first-order Taylor expansions as

sk,k′ [n]− (sk,k′ [n])2 ≤ (Aup
k,k′ [n])j1

= sk,k′ [n]− (sj1k,k′ [n])2 + 2sj1k,k′ [n](sk,k′ [n]− sj1k,k′ [n]) and (5.43)

R̃II
k′,k[n] ≤ (R̃II,up

k′,k [n])j1

= sj1k′,k[n] log2

(
p̃j1k′,k,k′ [n]fNSIC

k [n]

sj1k′,k[n]
+ σ2

k

)

+ log2

(
p̃j1k′,k,k′ [n]fNSIC

k [n]

sj1k′,k[n]
+ σ2

k

)
(sk′,k[n]− sj1k′,k[n])

−
p̃j1k′,k,k′ [n]fNSIC

k [n](sk′,k[n]− sj1k′,k[n])

(p̃j1k′,k,k′ [n]fNSIC
k [n] + sj1k′,k[n]σ2

k) ln 2
+
sj1k′,k[n]fNSIC

k [n](p̃k′,k,k′ [n]− p̃j1k′,k,k′ [n])

(p̃j1k′,k,k′ [n]fNSIC
k [n] + sj1k′,k[n]σ2

k) ln 2
,

(5.44)

respectively.
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After applying (5.43) and (5.44) to the transformed optimization problem in

(5.38), we obtain a suboptimal solution by

minimize
S,P,P̃

N∑
n=1

K∑
k=1

[
η

N

( K∑
k′=1
k′ 6=k

(p̃k,k′,k[n] + p̃k,k′,k′ [n]) + p̃k,k,k[n]

)
+

K∑
k′=1

ζ(Aup
k,k′ [n])j1

]

+
1

N

N∑
n=1

Pfly[n]

s.t.C1b,C2, C̃3, C̃4,C17− C20, (5.45)

˜̃
C5 :

1

N

N∑
n=1

[
K∑
k′=1
k′ 6=k

R̃SIC
k,k′ [n] +

K∑
k′=1
k′ 6=k

(
R̃I
k′,k[n]− (R̃II,up

k′,k [n])j1
)

+ R̃OMA
k,k [n]

]

≥ Rmink ,∀k.

Note that solving (5.45) leads to an upper bound of the optimal objective value

of problem (5.38). Furthermore, in order to tighten the obtained upper bound,

we iteratively update the feasible solution, sj1k,k′ [n] and p̃j1k′,k,k′ [n], by solving

the optimization problem in (5.45) with a standard convex optimization solver,

such as CVX [120] in the j1-th iteration. The proposed SCA-based algorithm

is summarized in Algorithm 5.1 and the convergence of the algorithm to a

suboptimal solution is guaranteed [42].
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Algorithm 5.1 Proposed Algorithm for Handling Sub-problem 1 in (5.35)

1: Initialize the convergence tolerance ε1 → 0, the maximum number of

iterations I1,max, the initial iteration index j1 = 0, the initial variables

{sj1k,k′ [n], p̃j1k′,k,k′ [n]}, and the initial objective value P̃total

2: repeat {Main Loop: SCA}

3: Set j1 = j1 + 1 and {sj1k,k′ [n], p̃j1k′,k,k′ [n]} = {sk,k′ [n], p̃k′,k,k′ [n]}

4: Solving optimization problem in (5.45) to obtain {sk,k′ [n], pk[n], p̃k,k′,k[n]}

and P̃total

5: Update P̃ j1
total = P̃total

6: until j1 = I1,max or
|P̃ j1total−P̃

(j1−1)
total |

P̃
j1
total

≤ ε1

7: Return {s∗k,k′ [n], p∗k[n]} = {sk,k′ [n], p̃k,k′,k[n]} and P̃ ∗total = P̃ j1
total

5.4.3 Subproblem 2: Optimizing UAV’s 3D Trajectory

and Flight Velocity

In this subproblem, for a given user scheduling and power allocation strategy, we

can express the optimization problem as

minimize
T ,V,Q

1

N

N∑
n=1

Pcomm[n] +
1

N

N∑
n=1

Pfly[n] (5.46)

s.t. C5,C9− C14,C16.

Note that the optimization problem in (5.46) is nonconvex and the nonconvexity

arises from constraint C5 and the function of the UAV’s flight power consumption

Pfly[n] w.r.t. t[n] and v[n], respectively. Thus, to tackle these nonconvexities, we

first introduce two slack variables ν[n] and uik[n] to rewrite the problem in (5.46)
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into its equivalent form:

minimize
T ,V,Q,Υ,U

1

N

N∑
n=1

Pcomm[n] +
1

N

N∑
n=1

P̂fly[n] (5.47)

s.t. C9− C14,C16,

Ĉ5 :
1

N

N∑
n=1

(
K∑
k′=1
k′ 6=k

R̂SIC
k,k′ [n] +

K∑
k′=1
k′ 6=k

(
R̂I
k′,k[n]− R̂II

k′,k[n]
)

+ R̂OMA
k,k [n]

)
≥ Rmink ,∀k,

C21 : v2
x[n] + v2

y[n] ≥ ν2[n],∀n,

C22 : ν[n] ≥ 0,∀n,

C23 : uik[n] ≥ (wi
3)H
[
wi

2

[
wi

1qk[n] + bi1
]+

+ bi2

]+

+ bi3,∀n, k, i,

where Υ = {ν[n],∀n}, U = {uik[n],∀k, n},

R̂SIC
k,k′ [n] = sk,k′ [n] log2

(
1+

p̃k,k′,k[n]

uSIC
k [n]σ2

k

)
, (5.48)

R̂I
k′,k[n] = sk′,k[n] log2

(
p̃k′,k,k′ [n] + p̃k′,k,k[n]

uNSIC
k [n]

+ σ2
k

)
, (5.49)

R̂II
k′,k[n] = sk′,k[n] log2

(
p̃k′,k,k′[n]

uNSIC
k [n]

+ σ2
k

)
, (5.50)

R̂OMA
k,k [n] = sk,k[n] log2

(
1 +

p̃k,k,k[n]

uOMA
k [n]σ2

k

)
, and (5.51)

P̂fly[n] = Po

(
1 +

3(v2
x[n] + v2

y [n])

Ω2r2

)
+
Piv0

ν[n]
+

1

2
d0ρsAr(v

2
x[n] + v2

y[n])3/2

+Gvz[n]. (5.52)

Note that the additional inequality constraints C21− C25 in problem (5.47) are

all active at the optimal point. Thus, the formulated problems in (5.46) and

(5.47) are equivalent to each other. Moreover, the nonconvexity of constraint

C23 in problem (5.47) is attributed to the vector parameter wi
2 involving both

positive and negative values, although the ReLU function is convex w.r.t. qk[n].
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To address this issue, we introduce two indicator variables ai1,k[n] ∈ R200×200 and

ai2,k[n] ∈ R100×100 as

C24 : ai1,k[n] ∈ {0, 1},∀n, k, i,

C25 : ai2,k[n] ∈ {0, 1},∀n, k, i, (5.53)

where ai1,k[n] = 1 when wi
1qk[n] + bi1 > 0. Otherwise, ai1,k[n] = 0. Similarly,

ai2,k[n] = 1 when wi
2 (wi

1qk[n] + bi1) + bi2 > 0. Otherwise, ai2,k[n] = 0. Thus,

constraint C23 can be rewritten as

Ĉ23 : uik[n] ≥ (wi
3)Hai2,k[n]

(
wi

2a
i
1,k[n]

(
wi

1qk[n] + bi1
)

+ bi2
)

+ bi3,∀n, k, i. (5.54)

Note that similar to the solution of subproblem 1, we handle the coupling of

ai1,k[n], ai2,k[n], and qk[n] by introducing two slack variables q̂ik[n] = ai1,k[n]

(wi
1qk[n] + bi1) ∈ R200×1 and ˆ̂qik[n] = ai2,k[n] (wi

2q̂
i
k[n] + bi2) ∈ R100×1, and

introduce the following constraints based on big-M formulation:

C26 : q̂ik[n] ≥ wi
1qk[n] + bi1,∀n, k, i,

C27 : q̂ik[n] ≥ 0,∀n, k, i,

C28 : q̂ik[n] ≤ ai1,k[n]
(
wi

1 [tmax; lk] + bi1
)
,∀n, k, i,

C29 : q̂ik[n] ≤ wi
1qk[n] + bi1 + (1− ai1,k[n])

(
wi

1 [tmax; lk] + bi1
)
,∀n, k, i,

C30 : ˆ̂qik[n] ≥ wi
2q̂

i
k[n] + bi2,∀n, k, i,

C31 : ˆ̂qik[n] ≥ 0,∀n, k, i,

C32 : ˆ̂qik[n] ≤ ai2,k[n]
(
wi

2

(
wi

1 [tmax; lk] + bi1
)

+ bi2
)
,∀n, k, i,

C33 : ˆ̂qik[n] ≤ wi
2q̂

i
k[n] + bi2 + (1− ai2,k[n])

(
wi

2

(
wi

1 [tmax; lk] + bi1
)

+ bi2
)
,∀n, k, i.

(5.55)
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Then, we rewrite the binary constraints C24 and C25 in their equivalent forms

as

C24a : ai1,k[n]−
(
ai1,k[n]

)2 ≤ 0,∀n, k, i,

C24b : 0 ≤ ai1,k[n] ≤ 1,∀n, k, i,

C25a : ai2,k[n]−
(
ai2,k[n]

)2 ≤ 0,∀n, k, i,

C25b : 0 ≤ ai2,k[n] ≤ 1,∀n, k, i, (5.56)

respectively. Next, we handle the nonconvex constraints Ĉ5, C21, C24a, and

C25a via SCA. In particular, for a given feasible solution, (uik[n])j2 , vj2x [n], vj2y [n],

(ai1,k[n])j2 , and (ai2,k[n])j2 in the j2-th iteration, the lower bound function of

Ĉ5, C21, C24a, and C25a can be constructed based on their first-order Taylor
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expansions [42], respectively, which are given by

R̂SIC
k,k′ [n] ≥ (R̂SIC,lb

k,k′ [n])j2 (5.57)

= sk,k′ [n] log2

(
1 +

p̃k,k′,k[n]

(uSIC
k [n])j2σ2

k

)
− sk,k′ [n]p̃k,k′,k[n](uSIC

k [n]− (uSIC
k [n])j2)

(uSIC
k [n])j2((uSIC

k [n])j2σ2
k + p̃k,k′,k[n]) ln 2

,

R̂I
k′,k[n] ≥ (R̂I,lb

k′,k[n])j2 = sk′,k[n] log2

(
p̃k′,k,k[n] + p̃k′,k,k′[n]

(uNSIC
k [n])j2

+ σ2
k

)
(5.58)

− sk′,k[n](p̃k′,k,k[n] + p̃k′,k,k′[n])(uNSIC
k [n]− (uNSIC

k [n])j2)

(uNSIC
k [n])j2((uNSIC

k [n])j2σ2
k + p̃k′,k,k[n] + p̃k′,k,k′[n]) ln 2

,

R̂OMA
k,k [n] ≥ (R̂OMA,lb

k,k [n])j2 = sk,k[n] log2

(
1 +

p̃k,k,k[n]

(uOMA
k [n])j2σ2

k

)
(5.59)

− sk,k[n]p̃k,k,k[n](uOMA
k [n]− (uOMA

k [n])j2)

(uOMA
k [n])j2((uOMA

k [n])j2σ2
k + p̃k,k,k[n]) ln 2

,

v2
x[n] + v2

y[n]

≥ (vj2x [n])2 + (vj2y [n])2 + 2vj2x [n](vx[n]− vj2x [n]) + 2vj2y [n](vy[n]− vj2y [n]), (5.60)

ai1,k[n]−
(
ai1,k[n]

)2

≤ ai1,k[n]−
(
(ai1,k[n])j2

)2
+ 2(ai1,k[n])j2

(
ai1,k[n]− (ai1,k[n])j2

)
, and (5.61)

ai2,k[n]−
(
ai2,k[n]

)2

≤ ai2,k[n]−
(
(ai2,k[n])j2

)2
+ 2(ai2,k[n])j2

(
ai2,k[n]− (ai2,k[n])j2

)
, (5.62)

respectively.

Now, applying the lower bounds in (5.57)–(5.62) to (5.47) yields the following
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convex optimization problem:

minimize
T ,V,Q,Υ,U ,A,Q̂

1

N

N∑
n=1

Pcomm[n] +
1

N

N∑
n=1

P̂fly[n] (5.63)

s.t.C9− C14,C16,C22,C24b,C25b,C26− C33,

̂̂
C5 :

1

N

N∑
n=1

(
K∑
k′=1
k′ 6=k

(R̂SIC,lb
k,k′ [n])j2 +

K∑
k′=1
k′ 6=k

(
(R̂I,lb

k′,k[n])j2 − R̂II
k′,k[n]

)

+ (R̂OMA,lb
k,k [n])j2

)
≥ Rmink , ∀k,

Ĉ21 : (vj2x [n])2 + (vj2y [n])2 + 2vj2x [n](vx[n]− vj2x [n])

+ 2vj2y [n](vy[n]− vj2y [n]) ≥ ν2[n],∀n,̂̂
C23 : uik[n] ≥ (wi

3)H ˆ̂qik[n] + bi3,∀n, k, i,

Ĉ24a : ai1,k[n]−
(
(ai1,k[n])j2

)2
+ 2(ai1,k[n])j2

(
ai1,k[n]− (ai1,k[n])j2

)
≤ 0,∀n, k, i,

Ĉ25a : ai2,k[n]−
(
(ai2,k[n])j2

)2
+ 2(ai2,k[n])j2

(
ai2,k[n]− (ai2,k[n])j2

)
≤ 0,∀n, k, i,

where A = {ai1,k[n], ai2,k[n],∀n, k, i} and Q̂ = {q̂ik[n], ˆ̂qik[n],∀n, k, i}. Note that

similar to the solution of subproblem 1, the optimization problem in (5.63) is

convex formulations, which can be easily solved by CVX [120]. The proposed

algorithm is summarized in Algorithm 5.2.

5.4.4 Overall Algorithm

The overall algorithm for solving the two subproblems in (5.35) and (5.46)

iteratively are summarized in Algorithm 5.3. The convergence of the overall

proposed algorithm to a stationary point monotonically can be guaranteed due
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Algorithm 5.2 Proposed Algorithm for Handling Sub-problem 2 in (5.46)

1: Initialize the convergence tolerance ε2 → 0, the maximum number of

iterations I2,max, the initial iteration index j2 = 0, the initial variables

{vj2x [n], vj2y [n]}, and the initial objective value P̂total

2: repeat {Main Loop: SCA}

3: Set j2 = j2 + 1, {(uik[n])j2 , vj2x [n], vj2y [n]}={uik[n], vx[n], vy[n]}

4: Solving optimization problem in (5.63) to obtain {t[n],v[n], ν[n], uik[n]} and

P̂total

5: Update P̂ j2
total = P̂total,

6: until j2 = I2,max or
|P̂ j2total−P̂

(j2−1)
total |

P̂
j2
total

≤ ε2

7: Return {t∗[n],v∗[n]} = {t[n],v[n]} and P̂ ∗total = P̂ j2
total

to the compactness of the feasible solution set in (5.16) and the nonincreasing

objective value over iterations. Besides, we adopt the solution of subproblem 2 as

an input for subproblem 1 over iterations while solving the subproblem in (5.35)

and (5.46) iteratively. Besides, the obtained solution can be shown to converge to

a suboptimal solution of the optimization problem in (5.16), c.f. [112,123]. Please

refer to Appendix B.3 for the proof of the convergence.

Furthermore, the computational complexity of the proposed suboptimal

algorithm is given by [124,125]

O
(
I1,max

(
M1N 2

1 ×
√
M1 log

(
1

∆1

)
︸ ︷︷ ︸

Subproblem 1

+M2N 2
2 × I2,max

√
M2 log

(
1

∆2

)
︸ ︷︷ ︸

Subproblem 2

))
,

(5.64)

where M1 = 6NK2 + 2N + K, N1 = NK3 + NK2 + NK, M2 = 40NK +

6N + K + 1, and N2 = 24NK + (1002 + 2002)3NK + 7N represent the number

of inequalities and the number of variables of subproblem 1 and subproblem 2,
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Algorithm 5.3 Overall Algorithm for Addressing Problem in (5.16)

1: Initialize the convergence tolerance ε3 → 0, the maximum number of

iterations I3,max, the initial iteration index j3 = 0, and the initial trajectory

{t[n],v[n]}

2: repeat

3: Set j3 = j3 + 1

4: Using Algorithm 5.1 to obtain a suboptimal result P̃total, {sk[n], pk[n]},

given the UAV’s trajectory and flight velocity {t[n],v[n]}

5: Using Algorithm 5.2 to obtain a suboptimal result P̂total, {t[n],v[n]},

given the resource allocation {sk[n], pk[n]}

6: Update P̂ j3
total = P̂total

7: until j3 = I3,max or
|P̂ j3total−P̂

(j3−1)
total |

P̂
j3
total

≤ ε2

8: return {s∗k[n], p∗k[n], t∗[n],v∗[n]} = {sk[n], pk[n], t[n],v[n]} and P ∗total = P̂ j3
total

respectively. Besides, ∆1 > 0 and ∆2 > 0 denote the thresholds of convergence

tolerance of subproblem 1 and subproblem 2, respectively. Note that we did not

take into account the computational complexity of the adopted DNN approach to

approximate the outage-guaranteed channel gain when calculating the complexity

of the algorithm, as it is computed for once before the execution of the algorithm

when the system parameters are determined. Thus, the computational complexity

of the proposed suboptimal algorithm is with polynomial time which is suitable

for fast implementation [144].

5.5 Numerical Results

In this section, we discuss the system performance of the proposed scheme

(PS) based on the following simulation results. The simulation parameters are
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Table 5.2: Simulation parameters [1, 5, 6].

Notations Simulation value Notations Simulation value
K 1 ∼ 10 t0 [0; 0; 150] m
N 500 ∼ 1,000 tF [500; 500; 150] m
σ2
k -160 dBm/Hz tmin [0; 0; 100] m
β0 -50 dBW tmax [500; 500; 300] m
λC 0.1 m l1 [300; 150; 0] m
MR 100 l2 [50; 400; 0] m
lR [0; 400; 30] m l3 [100; 450; 0] m
Vmax 30 m/s ε 0.01
Vacc 4 m/s2 αAR 2
τ 0.1 s αRG 3.6

Ppeak 36 dBm αAG 3.6
A1 0 dB κRG 2 dB
A2 6.43 dB κmin 0 dB
Rmink 0.5 ∼ 5 bits/s/Hz κmax 30 dB
η 10 I1,max 10

I2,max 5

summarized in Table 5.2. Generally, we set K = 3 for illustration to unveil the

assistance brought by the IRS to the UAV communications. In addition, the

initial trajectory of the UAV for Algorithm 5.3 is set as a piecewise linear flight

locus at a fixed altitude of 100 meters which the UAV passes by all the GUs

in between the starting point and final point with a constant velocity. In order

to illustrate the performance gain of the IRS to the UAV communications, we

compare the system performance of the PS with different numbers of the IRS

elements and some baseline schemes. In particular, we compare the PS with five

baseline schemes: (a) OMA consideration only (OMA), where the UAV only serve

one GU at each time slot for the OMA scheme and all the other setups remain the

same as the PS; (b) No IRS consideration (NI), which removes the IRS from the

considered UAV communication system; (c) Constant flight altitude of the UAV

(CFA), where the UAV operates at a constant altitude (i.e., 100 meters) and
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Figure 5.7: Convergence of the PS and baseline schemes for different setups.

only the horizontal trajectory of the UAV is optimized; (d) Perfect CSI (PCSI),

where the signal model is based on perfect known CSI and all channels are pure

LoS dominated; (e) Straight trajectory of the UAV (ST), where the UAV flies

with a straight line trajectory from the initial location to the final location with

a constant flight velocity, i.e., 11 m/s. Note that the corresponding resource

allocation for NI, CFA, and ST is a subcase of the PS which can be obtained by

Algorithm 5.3 with some straightforward modifications.

5.5.1 Convergence of the Proposed Scheme and Baseline

Schemes

Fig. 5.7 illustrates the convergence behavior of the proposed alternating

optimization algorithm in Algorithm 5.3 for minimizing the average total power
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Figure 5.8: The bird’s eye view of the locations of the GUs and the IRS as well as
the trajectory of the UAV for the PS and baseline schemes with different setups.

consumption. In order to compare the system performance of the PS with baseline

schemes, we consider the PS with two different time durations, T = 50 s and

T = 100 s. In other words, there are N = 500 and N = 1, 000 time slots in

these settings, respectively. Also, we set the minimum per GU required data

rate as Rmink = 3 bits/s/Hz. It can be observed that the system average total

power consumption for the PS with different T and MR can rapidly converge to

a suboptimal solution within only 5 iterations, which confirms the practicality

of the proposed algorithm. On the other hand, similar convergence behavior

of the NI scheme, the CFA scheme can be observed as the PS but with worse

performance. The average total power consumption of the PCSI scheme converges

to the lowest value among all the considered schemes since the PCSI scheme is
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the performance upper bound as perfect CSI is available which avoids outages

and inefficient flight detour. Detailed discussions comparing the PS and baseline

schemes in terms of system performance and their corresponding trajectories will

be presented in next sections. In the sequel, the maximum number of iterations

of Algorithm 5.3 of the PS is set as 5 for illustration.

5.5.2 3D Trajectory of the UAV

Fig. 5.8 shows the bird’s eye view of the UAV’s trajectory obtained by the PS and

baseline schemes with different setups. In this figure, we set Rmink = 3 bits/s/Hz.

For the PS with a sufficiently long service time duration, i.e., T = 100 s, the

UAV tends to maintain at a constant horizontal flight speed, i.e., 11 m/s, as

indicated by the spaces between two consecutive simulation points, to reduce the

total power consumption at the expense of longer flight duration. In contrast,

for the case of short service time duration, i.e., T = 50 s, the UAV quickly flies

over the service area with a relatively high velocity as there is insufficient time

for adopting a slow speed or a long detour. In such cases, since reducing the

communication distances between the UAV and the desired GUs are not always

possible, the PS would also increase the transmit power to satisfy the minimum

individual data rate leads to high system power consumption which will be shown

in Fig. 5.13.

For comparison, we also plot the UAV’s trajectories for baseline schemes in

Fig. 5.8. For the OMA scheme, the UAV’s horizontal trajectory is similar to the

PS for both short and long service time duration, i.e., T = 50 s and T = 100

s, respectively, as both schemes can efficiently exploit the extra DoF offered by

the IRS to optimize the UAV’s trajectory. For the NI scheme with a sufficiently

long service time duration, i.e., T = 100 s, the UAV first flies towards to GU 2
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and GU 3 since these two users are close to each other creating a bottleneck in

the system performance due to their minimum individual data rate constraints.

When the UAV is on the way to GU 2 and GU 3, the UAV would first deviate

from the direct path to the centroid formed by GU 2 and GU 3 and fly towards

GU 1 for communication such that it can effectively serve GU 1 to satisfy its data

rate requirement. Besides, the UAV would spend a sufficient number of time slots

on GU 1 circling at the beginning of flight with a large transmit power to satisfy

its minimum data rate requirement of GU 1 before approaching GU 2 and GU

3. Thus, the UAV does not require to fly close enough to GU 1 to establish good

channel conditions. Moreover, for a shorter service time duration (i.e., T = 50

s) of the NI scheme, due to the insufficient number of time slots, the UAV has

to fly with an exceedingly high flight velocity, on average 27 m/s, and approach

each GU to establish strong channel gain for fulfilling the minimum date rate

requirement for each GU. In fact, this trajectory consumes a significantly high

flight power due to the longer trajectory and higher flight velocity of the UAV.

Also, the UAV’s 2D trajectory for the CFA scheme is the same as that for the

PS with the same setups, e.g., T = 100 s, since the only differences between

these schemes is whether to optimize the vertical dimension of the UAV or not.

As for the PCSI scheme, with a sufficient service time duration, i.e., T = 100 s,

the UAV approaches closely to each GU to satisfy the individual minimum data

rate requirement with the most power-efficient flight velocity, i.e., 11 m/s with the

current setting, to effectively reduce the total system power consumption. On the

other hand, the ST scheme shares a similar route as the PS for the case of T = 50

s, which is the shortest path between the starting point and the destination.

However, the PS consumes much less system power consumption than that of the

ST scheme, as will be shown in Fig. 5.14.
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Figure 5.9: The flight altitude of the UAV for the PS and the baseline schemes
with different setups.

Fig. 5.9 demonstrates the flight altitude of the UAV’s trajectory for the

PS and baseline schemes with different setups. Since the UAV for the CFA

scheme and the ST scheme have to flight at a constant altitude of 100 m, we

do not analyze the performance of these two baseline schemes in this figure.

For the PS with the two considered setups, i.e., T = 50 s and T = 100 s, the

UAV prefers a high altitude with an optimized velocity in the journey to fully

utilize the higher outage-guaranteed effective channel gain, c.f. Fig. 5.5, since

a higher outage-guaranteed effective channel gain can be obtained by adopting

a moderately higher flight altitude when the UAV is far away from the GU in

terms of horizontal distance. Also, the flight altitude of the UAV adopting NOMA

protocol is generally higher than the one adopting OMA. Indeed, a higher altitude
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Figure 5.10: The 3D view of the locations of the GUs and the IRS as well as the
trajectory of the UAV for the PS and baseline schemes with different setups.

generally provides more freedom of the UAV to promote channel gain disparities

of the selected two users for improving the performance of NOMA. On the other

hand, as OMA does not have the DoF in serving multiple users at each time

instant, flying with a low to moderate altitude is good enough for it to strike a

balance between data rate and outage probability. However, for the NI scheme,

without the assistance from the IRS, the effective channel gain of the desired GUs

is much lower than that of the PS. Indeed, maintaining high-quality channels by

reducing the path loss between the UAV and the selected GUs remains the key

to satisfy the minimum data rate constraint in the NI scheme. Nevertheless, the

UAV of the NI scheme is still willing to adopt a higher altitude occasionally to

strike a balance among the total power consumption, outage-guaranteed effective
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channel gain, and path loss. In fact, as shown in Fig. 5.9, the parabolic patterns

of the UAV’s trajectory of the NI scheme appears in those time slots when the

UAV is far away from any GUs, since in these areas, the outage-guaranteed

effective channel gains are larger when the UAV operates at a higher altitude. In

contrast, for the PCSI scheme, the UAV’s flight altitude remains at the lowest

possible altitude of 100 m. In fact, there is no channel outage event as the CSI

is perfect known. Thus, the UAV does not have any incentive to maintain a

higher altitude as it would only consume more system energy but leading to a

lower data rate. To offer a better visualization of the trajectory of the PS and

the baseline scheme, we also plot its 3D trajectory in Fig. 5.10. It can be seen

from the optimized 3D trajectory that except the PCSI scheme, to effectively

combat channel outage, the UAV should adopt a high flight altitude to reduce

the channel uncertainty caused by the altitude-dependent Rician fading, which

reducing the communication power.

5.5.3 Outage Probability

Fig. 5.11 demonstrates the outage probability versus the time slots for each GUs.

We only take the PS with T = 100 s as an example, to calculate the outage

probability as stated in constraint C5. The outage probabilities in Fig. 5.11

were averaged over 1,000 random channel realizations by comparing the actual

effective channel in (5.18) with the outage-guaranteed effective channel gain in

(5.25). Thanks to the proposed DNN approach, the outage probability not only

satisfies the required values, but is close to its upper bound value, i.e., ε = 0.01,

for any GU and time slots. This illustrates the accuracy of the DNN approach

to approximate the outage-guaranteed effective channel gain.
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5.5.4 Communication Power Consumption

Fig. 5.12 illustrates the communication power consumption and the achievable

data rate versus the time slots for each GUs of the PS and baseline schemes for

T = 100. As shown in the sub-figures for the communication power and the

achievable data rate of the PS, the UAV serves GU 2 and GU 3 over the time

slots n = 420 and n = 830, simultaneously, via NOMA protocol. Note that for

those time slots adopting NOMA, the UAV allocates a significantly large portion

of the communication power to the weak channel user to satisfy the corresponding

minimum individual data rate requirement while a small power is allocated to the

user with strong channel condition. This power allocation mechanism aligns with

the one in the literature. In contrast, the total communication power consumption

for the OMA scheme is much higher than the PS due to the less flexibility of the

resource allocation.

5.5.5 Average Total Power Consumption

Fig. 5.13 shows the average power consumption versus the number of GUs for the

PS and baseline schemes with different setups. In this simulation, we vary the

number of GUs, K, from 1 to 10 to illustrate the impact of the number of GUs on

the system performance. We set the locations of these GUs with x-coordinates

and y-coordinates as xk = [300; 50; 100; 200; 150; 400; 100; 250; 300; 100] and yk =

[150; 400; 450; 100; 350; 400; 250; 250; 400; 50], respectively. Besides, we assume

that the minimum individual data rate is Rmink = 3 bits/s/Hz in this section. It

can be observed that the average power consumption of the PS increases with

the number of the GUs as the system becomes less flexible in allocating resources

when there are more numbers of GUs imposing more stringent constraints.

Besides, for the PS with different numbers of IRS elements and time durations,
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Figure 5.11: The outage probability versus the time slots for each GUs of the PS
for T = 100 s.

the total power consumption of the system has only a marginal increase when

the number of GUs is K ≥ 2. This can be attributed to the fact that the

proposed optimization framework can achieve a better utilizationof the system

resources for serving a large number of GUs via jointly optimizing the UAV’s

3D trajectory, IRS passive beamforming, and resource allocation. Besides, when

K = 1, the power consumptions of the PS for different numbers of elements

equipped at the IRS are roughly the same since GU 1 is located far away from

the IRS. This result illustrates that the performance gain brought by the IRS is

sensitive to its distances to the desired GUs. In contrast, although the average

power consumption for the NI scheme and CFA scheme have a similar trend as

the PS w.r.t. the number of GUs, the former two schemes consume higher power
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Figure 5.12: The communication power consumption and the achievable data
rate versus the time slots for each GUs of the PS and the baseline scheme for
T = 100.

consumption than that for the PS under the same setting. Indeed, the power

consumption differences between these two schemes illustrate the performance

gain brought by the IRS and the benefits of optimizing the UAV’s flight altitude.

Also, similar to the PS, the average total power consumption for the PCSI scheme

has a similar increasing slop which demonstrates the superiority of the PS. On

the other hand, the performance of the PCSI scheme is still slightly better than

that of the PS due to dominated LoS setting and perfect CSI availability in the

former.

Fig. 5.14 depicts the average total power consumption of the considered

system versus the minimum individual data rate requirement for the PS and

baseline schemes. For the PS, the average power consumption slowly increases
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Figure 5.13: The average power consumption versus the number of GUs for the
PS and baseline schemes with different setups.

with the minimum individual data rate requirement compared with baseline

schemes, since the IRS-assisted system can effectively optimize the system

resources to minimize the average power consumption via optimizing the resource

allocation and UAV’s 3D trajectory. In contrast, the average power consumption

of the NI scheme and the CFA scheme scales with the minimum data rate

requirement much faster than that of the PS. The reason is that both the NI

and CFA systems do not have sufficient DoF to optimize the system resources for

the minimization of the total power consumption. In particular, the former is due

to lack of the contribution of the large number of elements equipped at the IRS

and the latter is due to the fixed UAV’s flight height. As for the PCSI scheme, the

average power consumption scales slowly with the minimum individual data rate
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Figure 5.14: The average power consumption versus minimum individual data
rate requirement for the PS and baseline schemes with different setups.

requirement since the UAV’s trajectory and resource allocation can be efficiently

optimized due to the assistance of the IRS, which is similar to the PS. As

for the ST scheme, the average power consumption remains almost a constant

between Rmin = 0.5 bits/s/Hz and Rmink = 3 bits/s/Hz. Besides, since there are

insufficient DoF and flexibility for optimizing the system resources, an exceedingly

stringent minimum data rate requirement, i.e., Rmink ≥ 3.5 bits/s/Hz, would lead

to an infeasible result, which are not plotted in the figure.

5.6 Summary

In this chapter, we minimized the average total power consumption in an IRS-

assisted UAV communication system via jointly optimizing the communication
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resource allocation, the 3D trajectory design of the UAV, and the phase shift

control of the IRS. The proposed formulation was a non-convex optimization

problem taking into account the minimum outage probability and the minimum

achievable data rate. To handle the intractability of the outage constraint, we

approximated the effective channel function via exploiting the DNN approach to

facilitate an outage-guaranteed effective channel gain. A suboptimal solution

was achieved by the proposed iterative algorithm based on the alternating

optimization method. Numerical results illustrated that the proposed algorithm

converges within a small number of iterations and revealed some interesting

insights. Particularly, (1) deploying an IRS to assist the UAV communication

serves as a key to improve the system performance when the total service time

is insufficient; (2) employing the IRS-assisted UAV communication system offers

enhanced flexibility in designing the UAV’s trajectory; (3) optimizing the 3D

trajectory of the UAV is important to improve the system power efficiency; (4)

NOMA communications offer higher DoF than that of OMA scheme to minimize

the average power consumption via optimizing the UAV’s trajectory.





Chapter 6

Thesis Conclusions and Future

Works

In this final chapter, we first conclude this thesis and then introduce a future

research direction related about our works.

6.1 Conclusions

In this thesis, we have studied and addressed the resource allocation and

trajectory design of the UAV in wireless communication systems. We conclude

this thesis in the following by summarizing our main contributions.

In Chapter 1, we have presented the motivation, the literature review, the

outline, and the main contributions of this thesis. In Chapter 2, we have reviewed

some fundamental and related background knowledge of the thesis that are useful

in the later chapters.

In Chapter 3, we jointly designed the information UAVs trajectory, the

communication resource allocation strategy, and the jamming policy to maximize

the system energy efficiency of a secure UAV-orthogonal frequency division mul-

tiple access (OFDMA) communication system. The joint design was formulated

159
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as a non-convex optimization problem taking into account the minimum data

rate requirement, the maximum tolerable signal-to-interference-plus-noise ratio

(SINR) leakage, the minimum safety distance between UAVs, and the imperfect

location information of the potential eavesdroppers. An iterative algorithm based

on alternating optimization was proposed to achieve a suboptimal solution with

low computational complexity.

In Chapter 4, we studied a non-convex power minimization problem for

intelligent reflection surface (IRS)-assisted UAV communication systems via

jointly optimizing the UAVs trajectory design and resource allocation strategy.

We proposed an alternating algorithm to achieve a suboptimal solution efficiently.

The proposed algorithm supports the high flexibility of the UAVs trajectory in

the communications with the assistance of the IRS.

In Chapter 5, we minimized the average total power consumption in an IRS-

assisted UAV communication system via jointly optimizing the communication

resource allocation, the three-dimensional (3D) trajectory design of the UAV, and

the phase shift control of the IRS. The proposed formulation was a non-convex

optimization problem taking into account the minimum outage probability and

the minimum achievable data rate. To handle the intractability of the outage

constraint, we approximated the effective channel function via exploiting the

deep neural network (DNN) approach to facilitate an outage-guaranteed effective

channel gain. A suboptimal solution was achieved by the proposed iterative

algorithm based on the alternating optimization method. Numerical results

illustrated that the proposed algorithm converges within a small number of

iterations and revealed some interesting insights.
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6.2 Future Works

The explosive growth of traffic demand keeps imposing unprecedentedly chal-

lenges for the development of future wireless communication systems, including

supporting massive connectivity [145], energy efficiency improvement, ultra-

reliable low-latency communications (URLLC) [47], and so on. This thesis has

addressed some of these challenges via applying the concept of UAV and IRS

as well as improving the system performance with advanced resource allocation

design. However, there are still many research issues to be addressed. In the

following, we propose a future research direction about the work presented in

this thesis.

6.2.1 Online Trajectory Design

In this thesis, the resource allocation and trajectory optimizations were based

on the offline design, even for the case of altitude dependent Rician fading with

statistical channel state information (CSI). The offline design for UAV communi-

cation systems is a reasonable approach when the line-of-sight (LoS) dominates

the air-to-ground channel [146, 147]. However, when the small scale fading in

the non-line-of-sight (NLoS) path is not negligible and the environment changes

over time, adoptive online trajectory design for UAV communication systems

is necessary. Since the model-based optimization methods are intractability for

online trajectory design, deep Q-learning [148–153] is a feasible solution in this

scenario. Thus, optimizing the online trajectory design with imperfect CSI via

deep learning should be taken into account for UAV communication systems in

future works.
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6.2.2 Trajectory Design with Practical Considerations

In this thesis, we assume the availability of perfect hardware such that UAV

can fly exactly with the planned route. However, there exists some UAV’s

positioning errors due to the mechanical precision loss caused by the inaccuracy

of mechanical control systems. On the other hand, weather would also impact

the UAV’s flight, e.g., the wind gust can incur jittering [154]. Therefore, the

UAV’s position errors due to the weather influence and mechanical precision loss

are need to be taken into account for resource allocation and trajectory design on

UAV wireless communications. In the future works about UAV communications,

we plan to optimize the UAV’s 3D trajectory design considering the impact of

various practical phenomena.

6.2.3 Orthogonal Time Frequency Space (OTFS)

In this thesis, we assume that OFDM or non-orthogonal multiple access (NOMA)

modulations are adopted in UAV wireless communication systems with a well-

compensated Doppler effect, which is acceptable for most UAV communication

scenarios due to the limited flight velocity of the UAV. However, for some

specific scenarios, e.g., a large number of users, stringent quality of service (QoS)

requirements, and extremely high flight speed of the UAV, the commonly adopted

multiple schemes break down due to their limited system performance. To cope

with the scenario of UAV communications when the UAV or the ground terminals

have high mobility, the orthogonal time frequency space (OTFS) modulation in

the delay-Doppler (DD) domain is introduced in the literatures, i.e., [155–161].

However, the OTFS may introduce higher latency than other modulation since

it has to decode information after receiving the whole frame. Therefore, the

UAV-OTFS communication system with acceptable latency should be discussed
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in future works.

6.2.4 Short-Packet Communications

In this thesis, we assume that a perfect error correctly code with an infinite

length is adopted in the considered wireless communication systems. In practice,

this can be achieved by applying, e.g., low-density parity-check (LDPC) codes

[162, 163]. However, the required infinite code length may introduce exceedingly

long delay to the communication systems. As a remedy, various approaches

have been proposed in the literature. For example, non-coherent detection

was adopted in [164] to reduce the need of sending pilot sequences so as to

reduce the end-to-end communication delay. However, the performance of non-

coherent detection is usually unsatisfactory. As a result, the notion of short-

packet communication was introduced in [47] striking a balance between the

communication performance and delay. Besides, the Polar codes [165–167] are

proposed to improve system performance for finite-length code communications.

Yet, the joint design of trajectory, resource allocation, and codeword length

for effective UAV-based communications is challenging as the design problem

is highly non-convex. Further research for designing advantage algorithms for

obtaining the globally optimal solution of the design problem is needed.

6.2.5 Covert UAV Communications

In this thesis, we studied three works on UAV communications in Chapters 3-5

which can be extended to a more general scenario. For example, as discussed

in Chapter 3, optimizing the multiple-antenna information and jammer UAVs

trajectory and resource allocation in covert UAV communications [70, 168–170]

considering a ground user which located in the uncertain region of the potential
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eavesdropper. Besides, as discussed in Chapters 4 and 5, the IRS-assisted UAV

communication can be extended to maximizing the secrecy rate of the multiple-

IRS UAV communication via optimizing the UAV s trajectory design, the IRSs

phase shift, and the resource allocation considering potential eavesdroppers. Also,

a new algorithm for obtaining the global optimal solution of the formulated

problems is desirable.



Appendix A

Convex Optimization Techniques

In this appendix, we give a brief overview of convex optimization and some

adopted basic convex optimization methods for solving different types of linear

nonconvex optimization problems.

A.1 Convex Optimization

A.1.1 Standard Form

Without loss of generally, a single-objective convex optimization problem can be

written as

P1 : minimize
x∈S

f1(x) (A.1)

s.t. h1(x) ≤ 0,

g1(x) = 0,

where x ∈ Cn×n and S is the feasible solution set of x. Note that f1(x) ∈ Cn×n →
R. Functions h1(x) ∈ Cn×n → R and g1(x) ∈ Cn×n → R are convex functions

with respect to (w.r.t.) x. For example, f1 satisfies

f1(ax + by) ≤ af1(x) + bf1(y), (A.2)

for all x,y ∈ Rn×n and all a, b ∈ R with a+ b = 1, a ≥ 0, b ≥ 0.
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A.1.2 Lagrangian

The fundamental of Lagrangian duality is that the weighted constraints in (A.1)

are added to the objective function, which is given by

L(x, λ, µ) = f1(x) + λh1(x) + µg1(x), (A.3)

where λ ≥ 0 and µ represent the Lagrange multipliers corresponding to functions

h1(x) and g1(x), respectively.

A.1.3 Karush-Kuhn-Tucker (KKT) Conditions

When the functions f1(x), h1(x), and g1(x) of the optimization problem in (A.1)

are differentiable w.r.t. x, the vanish gradient at x∗ can be written as

∇f1(x∗) + λ∗∇h1(x∗) + µ∗∇g1(x∗) = 0, (A.4)

where x∗ and (λ∗, µ∗) are primal and dual optimal points. Thus, the Karush-

Kuhn-Tucker (KKT) conditions are

h1(x∗) ≤ 0; (A.5)

g1(x∗) = 0; (A.6)

λ∗ ≥ 0; (A.7)

λ∗h1(x∗) = 0; (A.8)

∇f1(x∗) + λ∗∇h1(x∗) + µ∗∇g1(x∗) = 0. (A.9)

A.2 Difference of Convex Functions

A difference of two convex functions given as:

f2(x) = h2(x)− g2(x), (A.10)

where x ∈ Cn×n. Note that h2(x) and g2(x) are continuous monotonic convex

functions w.r.t. x. In order to deal with the difference of convex (DC) function

as in (A.10), one can obtain the optimal solution via the exhaustive search.

Yet, this method is computationally prohibitive. As a compromise approach,
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lower computational complexity methods have been proposed to obtain some

suboptimal solution. For instance, the successive convex approximation (SCA)

can be applied to establish a lower bound of the function g2(x) in (A.10). Note

that to guarantee the convergence of the SCA for g2(x), for a given x(iter) in the

iter-th iteration, the surrogate objective function g̃2(x|x(iter)) is approximated to

g2(x) taking into account the previous optimization solution x(iter). The variable

x(iter) converges to a suboptimal point x∗ w.r.t. (A.10) satisfying the first-order

optimization conditions if the surrogate objective function g̃2(x|x(iter)) follows

g̃2(x|x(iter)) ≤ g2(x),∀x, (A.11)

g̃2(x(iter)|x(iter)) = g2(x(iter)), (A.12)

∇xg̃2(x(iter)|x(iter)) = ∇xg2(x(iter)). (A.13)

Thus, for given x(iter) in the iter-th iteration, an upper bound of the DC

function (A.10) can be obtained by SCA expansion as

g2(x) ≥ g̃2(x|x(iter)) = ∇xg2(x(iter))(x− x(iter)), (A.14)

f2(x) ≤ f̃2(x|x(iter)) = h2(x)− g̃2(x|x(iter)) = h2(x)−∇xg2(x(iter))(x− x(iter)).

(A.15)

Then the suboptimal value x∗ w.r.t. (A.10) is obtained until the convergence.

A.3 Alternating Optimization

For two coupling variables x and y, a convex objective function is given by

P2 : minimize
x,y∈S

f3(x,y), (A.16)

where f is a continuous convex function w.r.t. x or y and S is the feasible solution

set of x and y. To overcome the coupling between x and y, adopting alternating

optimization method, the optimization problem in (A.16) can be divided into two

subproblems:

P3 : minimize
x∈S

f3(x|y), (A.17)

P4 : minimize
y∈S

f3(y|x), (A.18)
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and solve them iteratively. Then the optimal value x∗ and y∗ can be obtained

until convergence. Please refer to Section B.3 for the proof of the convergence.

A.4 Dinkebach Method

A fractional form objective function is given by

P5 : minimize
x∈S

f4(x)

g4(x)
, (A.19)

where x ∈ Cn×n and S is the feasible solution set of x. Note that f4(x) and

g4(x) are continuous monotonic convex function and concave function w.r.t. x.

By applying the fractional programming theory [19], the objective function of

(A.19) can be equivalently transformed into a subtractive form. In particular,

the optimal value of γ∗ in (A.19) can be achieved if and only if

P6 : minimize
x∈S

f4(x)− γ∗g4(x) = f4(x∗)− γ∗g4(x∗) = 0, (A.20)

for f(x) ≥ 0 and g(x) > 0. Thus, adopting the Dinkelbach method [119], for the

iter-th iteration and a given value γ(iter), the objective function in (A.20) can be

written as:

P(iter)
6 : minimize

x∈S
f

(iter)
4 (x)− γ(iter−1)g

(iter)
4 (x). (A.21)

Then, the value γ(iter) should be updated as γ(iter) =
f

(iter)
4 (x)

g
(iter)
4 (x)

for each iteration

of the Dinkelbach method until convergence. Note that the convergence to the

optimal solution of (A.19) is guaranteed if (A.21) is solved optimally in each

iteration.

A.5 S-Procedure

Let Fi ∈ Sn×n, gi ∈ Rn×n, ci ∈ R, the implication

xTF1x + 2gT
1 x + c1 ≤ 0

=⇒xTF2x + 2gT
2 x + c2 ≤ 0 (A.22)
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holds if and only if there exists a λ such that

λ ≥ 0,

[
F2 g2

gT
2 c2

]
� λ

[
F1 g1

gT
1 c1

]
, (A.23)

provided there exists a point x̂ with x̂TF1x̂+ 2gT
1 x̂ + c1 < 0.





Appendix B

Proof of Theories of Chapter 3

B.1 Proof of Theorem 3.1

We follow a similar approach as in [119] to prove Theorem 3.1. First, it can be

shown that a solution of the problem in (3.38) is q∗1:

q∗1 =
R(A∗, P̃∗, Z̃∗)
P (P̃∗,Z∗)

≥ R(A, P̃ , Z̃)

P (P̃ ,Z)
, A,P , P̃ ,Z, Z̃ ∈ F . (B.1)

Therefore, we have

R(A, P̃ , Z̃)− q∗1P (P̃ ,Z) ≤ 0, A,P , P̃ ,Z, Z̃ ∈ F , (B.2)

R(A∗, P̃∗, Z̃∗)− q∗1P (P̃∗,Z∗) = 0. (B.3)

We can observe that the optimization solution of the problem in (3.2) is q∗1 by

comparing (B.2) and (B.3).

Now, the proof of the converse is that a solution, q∗1, of the problem in (3.2)

follows:

R(A, P̃ , Z̃)− q∗1P (P̃ ,Z) ≤ R(A∗, P̃∗, Z̃∗)− q∗1P (P̃∗,Z∗)

= 0, A,P , P̃ ,Z, Z̃ ∈ F . (B.4)
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Therefore, we have

q∗1 ≥
R(A, P̃ , Z̃)

P (P̃ ,Z)
, A,P , P̃ ,Z, Z̃ ∈ F , (B.5)

q∗1 =
R(A∗, P̃∗, Z̃∗)
P (P̃∗,Z∗)

. (B.6)

We can observe that the optimization solution of the problem in (3.38) is q∗1 by

comparing (B.5) and (B.6).

B.2 Proof of Theorem 3.2

We follow a similar approach as in [109] to prove Theorem 3.2. First, it can

be shown that the optimization problem (3.41) is jointly convex w.r.t. the

optimization variables and satisfies the Slater’s constraint qualification. We first

derive the Lagrangian function of (3.41):

L(Y ,X,V ,µ,ν,ϑ,Z) (B.7)

=
N∑
n=1

NF∑
i=1

Tr
(
ZJ
i [n](Yi,n −Xi,n −Vi,n)

)
−

N∑
n=1

(q
(jA1

in )
1 + µn + νnζ

J)

NF∑
i=1

Tr(ZJ
i [n])

+
N∑
n=1

E∑
e=1

NF∑
i=1

ϑe,i,n min
‖∆tE

e ‖≤QE
e

Tr(HJE
e [n]ZJ

i [n]) + ∆,

where ∆ denotes the collection of terms that are not relevant for the proof.

Matrices Yi,n � 0,∀i, n, Xi,n � 0,∀i, n, and Vi,n � 0,∀i, n are the Lagrange

multiplier matrices for the constraint on matrix ZJ
i [n] in C3b, C18, and C19,

respectively. µ = {µn,∀n}, ν = {νn, ∀n}, and ϑ = {ϑe,i,n,∀e, i, n} denote the

Lagrange multipliers for constraints C4b, C5b, and C7, respectively. Considering

(B.7), the KKT conditions related to ZJ
i
∗
[n] are given by

Y∗i,n,X
∗
i,n,V

∗
i,n � 0, µ∗n, ν

∗
n, ϑ

∗
e,i,n ≥ 0, (B.8)

ZJ
i

∗
[n](Y∗i,n −X∗i,n −V∗i,n) = 0, (B.9)

∇ZL = 0, (B.10)
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where Y∗i,n, X∗i,n, V∗i,n, µ∗n, ν∗n, and ϑ∗e,i,n are the optimal Lagrange multipliers

for the dual problem of (3.41). Besides, (B.9) is the complementary slackness

condition and is satisfied when the columns of ZJ
i
∗
[n] lie in the null space of

Y∗i,n−X∗i,n−V∗i,n. To reveal the structure of ZJ
i [n], we express the KKT condition

in (B.10) as

Y∗i,n[n] = (q
(jA1

in )
1 + µn + νnζ

J)INJ
+ X∗i,n[n]

+ V∗i,n[n]−
E∑
e=1

ϑ∗e,i,n min
‖∆tE

e ‖≤QE
e

HJE
e [n], (B.11)

where min
‖∆tE

e ‖≤QE
e

HJE
e [n] is a constant NJ×NJ matrix since we fix the jammer UAV’s

trajectory in this system. For notation simplicity, we define Ξ = (q
(jA1

in )
1 + µn +

νnζ
J)INJ

+ X∗i,n[n] + V∗i,n[n] � 0 and Ω =
∑E

e=1 ϑ
∗
e,i,n min

‖∆tE
e ‖≤QE

e

HJE
e [n] � 0. From

(B.8), since matrix Y∗i,n[n] = Ξ−Ω is positive semi-definite,

λmax
Ξ ≥ λmax

Ω ≥ 0, (B.12)

must hold, where λmax
Ξ and λmax

Ω are the real-valued maximum eigenvalue of matrix

Ξ and Ω, respectively. Considering the KKT condition related to matrix ZJ
i
∗
[n]

in (B.9), we can show that if λmax
Ξ > λmax

Ω , matrix Y∗i,n will become positive

definite and full rank. Besides, the maximum eigenvalue λmax
Ξ > 0 since q

(jA1
in )

1

is the energy-efficiency value of the system which is positive. Thus, this would

yield the solution ZJ
i
∗
[n] = 0. On the other hand, if λmax

Ξ = λmax
Ω , in order to

have a bounded optimal dual solution, it follows that the null space of Y∗i,n[n]

is spanned by vector uΩ,max, which is the unit-norm eigenvector of Ω associated

with eigenvalue λmax
Ω . As a result, we obtain the structure of the optimal energy

matrix ZJ
i
∗
[n] as

ZJ
i

∗
[n] = δuΩ,maxu

H
Ω,max. (B.13)

Therefore, Rank(ZJ
i
∗
[n]) ≤ 1.
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B.3 Proof of Convergence of Alternating Opti-

mization

The proposed algorithm contains two nested loops where the outer loop is based

on alternating optimization (AO) and the inner loop is based on successive convex

approximation (SCA). In the following, we will prove that the proposed algorithm

can converge to a stationary point which serves as a suboptimal solution of the

formulated problem. In order to simplify the presentation of proof and without

loss of generality, we rewrite our proposed optimization problem as following:

maximize
A,B

f(A,B) (B.14)

s.t. g(A,B) ≥ 0,

where A and B denote two set of optimization variables to be optimized in

subproblem 1 and subproblem 2, respectively. f(A,B) and g(A,B) are function

with coupled variables A and B. Besides, f(A,B) and g(A,B) are convex

functions w.r.t. A given B and B given A, respectively. We first apply AO to

resolve the coupling between A and B in (B.14) in this response letter which forms

an outer loop. In each outer loop iteration, we need to solve two subproblems as:

Subproblem 1 [given B] : P (A|B) = maximize
A

f(A|B) (B.15)

s.t. g(A|B) ≥ 0,

Subproblem 2 [given A] : P (B|A) = maximize
B

f(B|A) (B.16)

s.t. g(B|A) ≥ 0.

To handle subproblem 1, SCA is applied which results in an inner loop. We first

discuss the principle of the SCA. In particular, the SCA generates a sequence of

convex functions to approximate the non-convex elements. In the iter-th iteration,

the objective function and the constraint function are approximated by their lower
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bound, f
(iter)
lb (A|A(iter),B) and g

(iter)
lb (A|A(iter),B), given by

f(A|B) ≥ f
(iter)
lb (A|A(iter),B) = f(A(iter)|B) +∇Af(A(iter)|B)(A− A(iter)) and

(B.17)

g(A|B) ≥ g
(iter)
lb (A|A(iter),B) = g(A(iter)|B) +∇Ag(A(iter)|B)(A− A(iter)), (B.18)

respectively, for a given feasible solution A(iter). Note that ∇A denotes the first-

order derivative with respect to (w.r.t.) A. Thus, in the iter-th iteration, we solve

the following optimization problem

P
(iter)
lb (A(iter)|B) = maximize

A
f

(iter)
lb (A|A(iter),B) (B.19)

s.t. g
(iter)
lb (A|A(iter),B) ≥ 0.

Denote A∗(iter) be the optimal solution in the iter-th iteration of (B.19) in this

response letter. Then, we set A(iter+1) = A∗(iter) as the input for the next iteration.

The procedure repeats and we have

P (A(iter)|B)
(a)
= P

(iter)
lb (A(iter)|B)

(b)

≤ P
(iter)
lb (Aj+1|B)

(c)

≤ P (Aj+1|B), (B.20)

where equality (a) holds due to f(A(iter)|B) = f
(iter)
lb (A|A(iter),B) and g(A(iter)|B) =

g
(iter)
lb (A|A(iter),B); inequality (b) holds since A(iter+1) is the optimal solution in

the (iter + 1)-th iteration for the problem in (B.20) in this response letter;

inequality (c) holds because the optimization problem in (B.20) in this response

letter provides a lower bound to the performance of subproblem 1 in (B.15)

in this response letter due to f(A|B) ≥ f
(iter)
lb (A|A(iter),B) and g(A|B) ≥

g
(iter)
lb (A|A(iter),B). Since the constraint set and the objective function is compact,

the SCA converges to a stationary point. The same proof can be applied for the

convergence of applying SCA to subproblem 2.

As for the convergence of AO, we first prove that the objective value is

nondecreasing by first solving subproblem 1 via SCA and then use its solution as

an input for subproblem 2. In the n-th outer loop iteration, we have

P (A|Bn) ≤ P (A∗j|Bn) = P (Bn|A∗j) ≤ P (Bn+1|A∗j). (B.21)

Similarly, we can prove that the objective value is also nondecreasing when we use
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the solution of subproblem 2 as an input for subproblem 1 via AO. As a result,

the outer loop, driven by AO, also converges to a stationary point monotonically

which completes the proof of the convergence of the overall algorithm.



Appendix C

Proof of Theories of Chapter 4

C.1 Proof of Theorem 4.1

As we aim to minimize the total power consumption, it is desired to maximize

the channel gain from the UAV to GU k for satisfying constraint C6. This can be

achieved by aligning the phase of the IRS to match with the phase of the channel.

Therefore, the optimal phase control can be obtained by solving

maximize
Φ

|µh (Φ[n]) |2, (C.1)

where µh (Φ[n]) for a given Φ[n] can be expressed as√
β2

0

(dAR[n])2(dRG
k )2

×
[
1, e−j

2π∆Rx
λc

sin θRG
k cos ξRG

k , . . . , e−j
2π∆Rx
λc

(MRx−1) sin θRG
k cos ξRG

k
]

⊗
[
1, e−j

2π∆Ry
λc

sin θRG
k sin ξRG

k , . . . , e−j
2π∆Ry
λc

(MRy−1) sin θRG
k sin ξRG

k
]
Φ[n]

×
[
1, e−j

2π∆Rx
λc

sin θRA[n] cos ξRA[n], . . . , e−j
2π∆Rx
λc

(MRx−1) sin θRA[n] cos ξRA[n]
]H

⊗
[
1, e−j

2π∆Ry
λc

sin θRA[n] sin ξRA[n], . . . , e−j
2π∆Ry
λc

(MRy−1) sin θRA[n] sin ξRA[n]
]H
. (C.2)

Note that maximizing the norm of the mean for the effective channel gain is

equivalent to align the LoS component of the reflect link with that of the direct

link. Therefore, the suboptimal phase control policy of the IRS is obtained as in

(4.16).
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Proof of Theories of Chapter 5

D.1 Proof of Theorem 5.1

In the formulated problem in (5.16), we can observe that the phase control policy

of the IRS, Φ, only affects the distribution of CI
k,k′ [n], CII

k,k′ [n], CNSIC
k′,k [n], and

CII
k,k[n] in constraint C6 − C8, respectively. Thus, for any given optimization

variables S, P , R, T , and V , a suboptimal Φ can be obtained by maximizing the

feasible probability of the GU k exploiting SIC decoding with stage II at C6 in

(5.16), e.g.,

maximize
Φ

Pr

(
sk,k′ [n]rk[n] ≤ sk,k′ [n] log2

(
1 +

pk[n]|hk[n]|2

σ2
k

))
. (D.1)

Note that the effective channel follows hk[n] ∼ CN (µh(Φ[n]), σ2
h), where µh(Φ[n])

and σ2
h denote the mean and variance of the effective channel, respectively, such

that |hk[n]|2 is noncentral chi-squared distributed. Besides, the variance of the

effective channel, i.e., σ2
h, is independent of Φ[n] as the introduced phase rotation

does not change the distribution of the scattering component in (5.9). Based on

the CDF of |hk[n]|2 in (5.20), problem in (D.1) can be rewritten as the following

equivalent form

minimize
Φ

Fn,k

(
σ2
k(2

rk[n] − 1)

pk[n]
, λ

)
= 1−Qς

(√
λ,

√
σ2
k(2

rk[n] − 1)

pk[n]

)
, (D.2)

where λ = |µh(Φ[n])|2
σ2
h

and Qς(a, b) represent the noncentral parameter and the

Marcum Q-function of the noncentral chi-square distribution with 2ς degrees of
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freedom (DoF), respectively. Moreover, it can be verified that the derivative of

Fn,k(·, λ) w.r.t. λ is less than 0 and problem (D.2) is equivalent to maximize the

noncentral parameter λ of |hk[n]|2, which is directly proportional to |µh(Φ[n])|2.

Therefore, the optimal phase control can be obtained by solving

maximize
Φ

|µh (Φ[n]) |2, (D.3)

where µh (Φ[n]) for a given Φ[n] can be expressed as√
β0κAG

k [n]

(dAG
k [n])αAG(1 + κAG

k [n])
e−j

2πd
AG[n]
k
λc

+

√
β2

0κ
RG

(dAR[n])αAR(dRG
k )αRG(1 + κRG)

e−j
2π(dRG

k +dAR[n])

λc

×
[
1, e−j

2π∆Rx
λc

sin θRG
k cos ξRG

k , . . . , e−j
2π∆Rx
λc

(MRx−1) sin θRG
k cos ξRG

k
]

⊗
[
1, e−j

2π∆Ry
λc

sin θRG
k sin ξRG

k , . . . , e−j
2π∆Ry
λc

(MRy−1) sin θRG
k sin ξRG

k
]
Φ[n]

×
[
1, e−j

2π∆Rx
λc

sin θRA[n] cos ξRA[n], . . . , e−j
2π∆Rx
λc

(MRx−1) sin θRA[n] cos ξRA[n]
]H

⊗
[
1, e−j

2π∆Ry
λc

sin θRA[n] sin ξRA[n], . . . , e−j
2π∆Ry
λc

(MRy−1) sin θRA[n] sin ξRA[n]
]H
. (D.4)

Note that maximizing the norm of the mean for the effective channel gain is

equivalent to align the LoS component of the reflect link with that of the direct

link. Therefore, the suboptimal phase control policy of the IRS is obtained as in

(5.17).
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