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Abstract—Full duplex (FD) communication enables simultane-
ous transmission and reception on the same frequency band.
Though it has the potential of doubling the throughput on
isolated links, in reality, higher interference and asymmetric
traffic demands in the uplink and downlink could significantly
reduce the gains of FD operations. In this paper, we consider
the application of FD operation in self-backhauled small cells,
where multiple FD capable small cell base stations (SBS) are
wirelessly backhauled by a FD capable macro-cell BS (MBS). To
increase the capacity of the backhaul link, the MBS is equipped
with multiple antennas to enable space division multiple access
(SDMA). A scheduling method using back-pressure algorithm
and geometric programming is proposed for link selection and
interference mitigation. Simulation results show that with FD
SDMA backhaul links, the proposed scheduler almost doubles
throughput under asymmetric traffic demand and various net-
work conditions.

Index Terms—full duplex, space division multiple access, wire-
less backhaul, scheduling

I. INTRODUCTION

The demand for wireless data is increasing rapidly. Fifth-
generation (5G) wireless communication systems aim at sup-
porting up to one thousand times more network traffic [1]. Full
duplex (FD) communication [2], [3], which has the potential
of doubling the capacity of wireless links, is one of the
candidates to help meeting these requirements. At the same
time, network densification has been a key mechanism to
meet the increasing traffic demands [4]. With higher traffic
demand and denser small cell deployments, wireless backhaul
technologies provide connectivity to small cells in a more cost-
efficient way compared to fiber based backhaul [5], [6].

The idea of using FD radio for backhauling has been
investigated in several recent papers [7]–[12]. In [7]–[9], the
analysis of downlink coverage and demonstration of the impact
from higher interference due to FD operations are shown.
Tan et al. [10] proposed a joint resource allocation method
with cache-enabled small cell networks. Korpi et al. [11]
showed achievable sum-rates for downlink and uplink under
the assumption that the small cell BS (SBS) are equipped with
a large array of antennas. In [12], a Stackelberg game based
algorithm was proposed for power allocation with FD relays.
In [13] a scheduler based on back-pressure and Geometric
Programming was proposed for the case of one MBS and one
FD relay. The combination of FD relaying and non-orthogonal
multiple access (NOMA) is considered in [14]–[16] In [17]

traffic adaptation was also considered to better exploit the
potential of FD radios.

Although the papers above have studied FD relay under
various system settings, they either do not include multi-
UE(User Equipment) diversity gain from flexible UE selection
and power allocation, or they do not consider the scheduling
of suitable simultaneous link combinations. As we discovered
in [13], multi-UE diversity allows a much more flexible sched-
uler, which enables significant interference reduction over the
air. However, our previous work does not consider multiple
small cells under the same MBS. In this paper, we consider
the case of multiple small cells self-backhauled through a
MBS, which is equipped with multiple antennas. The MBS
and SBS are FD capable. For such a scenario, we consider
the problem of scheduling and power allocation such that the
FD gains across multiple user equipment (UEs) in both uplink
and downlink can be maximized. The main contributions of
this paper are:

• To increase the capacity of the backhaul links, a method
to utilize multiple antennas at the MBS for FD SDMA
wireless backhauling is proposed.

• Interference management is crucial for FD performance
gain, especially with a dense network topology. To bet-
ter manage interference with the dense deployment of
multiple small cells, a joint link and power optimization
method is presented.

• The method dynamically selects transmission directions
between each pair of MBS and SBS, and also the active
uplink and downlink UE in each small cell. The scheduler
maximizes system throughput by suitable link selection
and power allocation.

• The scheduler is evaluated with various topologies, with
both symmetric and asymmetric traffic demands. Sim-
ulation results show that our method could bring 70%
average throughput improvement. We also compare the
combination of FD/HD MBS with and without SDMA.

The rest of this paper is organized as follows. Section II
provides the system description and problem formulation. In
Section III the joint scheduling and power allocation algorithm
is presented. Simulation details and system performance com-
parison are included in Section IV. Conclusions are drawn in
Section V.

ar
X

iv
:1

80
7.

08
08

7v
1 

 [
cs

.N
I]

  2
1 

Ju
l 2

01
8



Fig. 1: Example of a FD-SDMA Transmission Mode

Fig. 2: FD Transmission Modes with one Small Cell

II. SYSTEM MODEL

We consider a system with one MBS providing wireless
backhaul to multiple small cells, each provides service to N
UEs. The MBS and SBSs maintain separate pairs of queues
for each UE’s uplink and downlink traffic. The traffic can be
buffered at all BSs. Both the MBS and SBS are FD capable.
We also consider the case that the MBS is equipped with
L antennas, so it could provide simultaneous backhauling to
multiple SBSs with SDMA. Due to the high cost of FD circuits
and large antenna size, the UEs are assumed to be HD, so they
can only receive or transmit in a time slot.

Fig. 1 shows one of the possible transmission modes with
two SBS. Similar to the analysis in [13], if we consider each
small cell separately, there are four FD modes and four HD
modes. The FD transmission modes include FD Downlink
(FDD) mode, FD Uplink (FDU) mode, FD Access (FDA)
mode and FD Backhaul (FDB) mode. They are shown in Fig.
2. For the HD modes only one link could be active at a time
slot on the same channel. In the HD Backhaul Uplink (HDBU)
mode, a backhaul uplink transmission is scheduled. In the HD
Access Uplink (HDAU) mode, an access uplink transmission
is scheduled. The HD Backhaul Downlink (HDBD) mode
refers to the case when a backhaul downlink transmission is
scheduled. The HD Access Downlink (HDAD) mode refers to
the case when an access downlink transmission is scheduled.

Let us consider the case with one macro-cell and Ns
small cells. Each small cell could schedule one of the eight
transmission modes or choose not to transmit any data in

a time slot. Excluding the case where none of the small
cells are transmitting, the number of transmission modes is
9Ns − 1. When there are two small cells, the total amount
of transmission modes is 80. The scheduler considers all the
possible modes and chooses the one with the maximum gain
for the network. Though the total number of transmission
modes grows exponentially with Ns, we later show that only a
few transmission modes are scheduled for more than 5 percent
of the time. Fig. 1 shows the FDU-FDD mode. In fact, it is one
of the most used modes in the 2 small cell case with symmetric
traffic demands. Suppose at time slot t, the system is in FDU-
FDD mode. For example, a UE, i.e. UE1

i , i ∈ 1, 2, ...N in the
first small cell is selected for uplink transmission and sends
signal x(t) to SBS1. SBS1 sends signal y(t) to the MBS.
MBS sends signal z(t) to SBS2. SBS2 sends signal l(t) to
UE2

j . Then the received signal at SBS1, s(t), MBS, u(t),
SBS2, q(t) and UE2

j , r(t) can be represented as follows:

s(t) = hS1U1
i
x(t) + hSy(t) + hHM1S1

w2z(t) + hS1S2 l(t) + nS ,

(1)

u(t) = (hHM1U1
i
x(t) + hHM1S1

y(t) + hHMw2z(t) + hHM1S2
l(t)+

nM )v1, (2)

q(t) = hS2U1
i
x(t) + hS1S2y(t) + hHM1S2

w2z(t) + hS1S2 l(t)+

nS , (3)

r(t) = hU1
i U

2
j
x(t) + hS1U2

j
y(t) + hHM1U2

j
w2z(t) + hS2U2

j
l(t)+

nU . (4)

hSiU2
j

denotes the complex channel response between SBS i

and UE2
j , hS and hM denote the self-interference channel at

SBS and MBS, hMSi
denotes the complex channel response

between the MBS and SBS i, hS1S2 is the channel response
between the two SBSs. hMU1

i
is the channel response between

MBS and UE1
i . hU1

i U
2
j

is the channel response between UE1
i

and UE2
j . nS and nU are the additive noise at SBS and

UE, with variances σ2
S = NS/2 and σ2

U = NU/2. nM
is zero mean with covariance matrix ILNM/2 = ILσ

2
M .

x(t), y(t), z(t) and l(t) are modeled as independent random
variables with zero mean, with E{|x(t)|2} , pU1

i
(t) ≥ 0,

E{|y(t)|2} , pS1
(t) ≥ 0, E{|z(t)|2} , pM (t) ≥ 0 and

E{|l(t)|2} , pS2
(t) ≥ 0. wi and vi are the transmit

beamforming vector and receive beamforming vector for SBS
i, with |wi|2 = 1 and |vi|2 = 1.

Thus, in FDU-FDD mode, the signal to interference plus
noise ratio (SINR) for SBS1, MBS, SBS2 and UE2

j can be,
respectively, written as:

SINRS1
=

GS1U1
i
pU1

i
(t)

γSpS1
(t) + pM (t)GM1S1

+ pS2
(t)GS1S2

+NS
, (5)

SINRM1
=

GM1S1pS1(t)

GM1U1
i
pU1

i
(t) + γMpM (t) +GM1S2

pS2
(t) +NM

, (6)



SINRS2
=

GM1S2pM (t)

GS2U1
i
pU1

i
(t) +GS1S2

pS1
(t) + γSpS2

(t) +NS
, (7)

SINRU2
j
=

GS2U2
j
pS2

(t)

GU2
j U

1
i
pU1

i
(t) +GS1U2

j
pS1

(t) +GM1U2
j
pM (t) +NU

, (8)

where GXiYj
= |hXiYj

|2, ∀X,Y ∈ {S,U}. GXiM1
=

|hHM1Xi
w2|

2, GM1Xi = |hHM1Xi
v1|

2, ∀X,Y ∈ {S,U1, U2}.
γM and γS represents the self interference level at MBS
and SBS. Similarly, the SINRs can be written for the other
transmission modes.

III. SCHEDULING AND POWER ALLOCATION METHOD

To better exploit the potential of FD, we propose a scheduler
that can choose the suitable transmission mode, beamforming
vectors and power allocation to achieve higher network utility.
It is worth to note that, a simple sum rate based scheduler
is not suitable for our system, which is a two-hop wireless
network. In our network, a packet has to pass two hops before
reach the destination. If the scheduler only maximizes the
sum rate of all concurrent transmissions, a high rate link
could be scheduled more frequently. As a result, buffers that
are downstream to high rate links could explode. Thus, we
adopt the back-pressure based scheduling method proposed
in [18] for transmission mode selection, in which stabilizes
the queues among all nodes. After selecting the transmission
mode and the flow on each active link corresponding to
the transmission mode, the problem can be formulated as
the maximization of the weighted sum rate of all the active
links. This maximization is solved by finding the appropriate
beamforming vectors and the transmit power to each node.
For example, for FDU-FDD mode, assuming the weight for
the link i is Wi, the problem can be formulated as

argmax
{v1,w2,pU1

i
,pS1

,pM1
,pS2
}
W1 log(1

+
pU1

i
GS1U1

i

γSpS1
+ pM |hHM1S2

w2|2 + pS2
GS1S2

+NS
) +W2 log(1

+
pS1
|hHM1S1

v1|2

|hH
M1U1

i
v1|2pU1

i
+ γMpM + |hHM1S2

v1|2pS2
+NM

)

+W3 log(1 +
|hHM1S2

w2|2pM
GS2U1

i
pU1

i
+GS1S2

pS1
+ γSpS2

+NS
) +W4

log(1 +
GS2U2

j
pS2

GU2
j U

1
i
pU1

i
+GS1U2

j
pS1 + |hHM1U2

j
w2|2pM +NU

)

(9)

subject to: |v1|2 = 1, |w2|2 = 1, 0 ≤ pU1
i
≤ pUmax ,

0 ≤ pS1
≤ pSmax

, 0 ≤ pM1
≤ pMmax

, 0 ≤ pS2
≤ pSmax

.

under the maximum power constraint. This is a non-linear non-
convex integer programming problem. There is no efficient

method to solve such optimization problems. Therefore we
propose to first obtain the beamforming vector using MMSE
beamforming [19]. Then with the fixed beamforming vectors,
the power allocation problem is solved by using a Geometric
Programming (GP) [20], [21] based method. The details of
beamforming vector calculation and power allocation are given
in Section III-B and III-C, respectively.

A. Transmission Mode Selection

At the beginning of each time slot t, each link is assigned
with the weight equal to the backlog differential of all the
flows passing through the link. Let Qnli(t) and Qnlj (t) be the
queue backlog corresponding to UE n at the source node of
link l(li) and the destination node of the link l(lj), respectively
at time t. The weight for link l is

Wl(t) = max
n∈{1,2,..,N}

(Qnli(t)−Q
n
lj (t)). (10)

If link l is selected, the packet for UE lu(t) is transmitted,
with

lu(t) = argmax
n∈{1,2,..,N}

(Qnli(t)−Q
n
lj (t)). (11)

After assigning the weight to each link, if T is the set of
all possible transmission modes, the transmission mode and
flows are selected by

π(t) = argmax
τ∈T

∑
l∈τ

Wl(t)R
∗
l (τ, t), (12)

where R∗l (τ, t) is the data rate on link l selected in scheduler τ ,
so the weighted sum of data rates on each link is maximized.

B. Beamforming

We use MMSE beamforming for MBS transmit and receive
beamforming. Beamforming is conducted between the MBS
and SBSs. For receive beamforming with NS SBSs, the SINR
for the signal from SBS k is

SINRreceivek =
pSk
|hHM1Sk

vk|2∑
i 6=k pSi

|hHM1Sk
vk|2 + σ2

MvHk ILvk
. (13)

The beamforming vector vk can be obtained by solving the
problem:

argmax
vk:|vk|2=1

pSk

σ2
M
|hHM1Sk

vk|2∑
i 6=k

pSi

σ2
M
|hHM1Sk

vk|2 + vHk ILvk
(14)

In fact, this is a problem of maximizing a generalized Rayleigh
quotient [22], so

vk =
(IL +

∑NS

i=1

pSk

σ2
M
hM1Si

hHM1Si
)−1hM1Sk

||(IL +
∑NS

i=1

pSk

σ2
M
hM1Sih

H
M1Si

)−1hM1Sk
||

(15)

Similarly, for transmit beamforming, the beamforming vector
can be obtained by solving:

argmax
wk:|wk|2=1

pSk

NSσ2
M
|hHM1Sk

wk|2∑
i6=k

pSi

NSσ2
M
|hHM1Sk

wk|2 + 1
, (16)



So

wk =
(IL +

∑NS

i=1

pSk

NSσ2
M
hM1Si

hHM1Si
)−1hM1Sk

||(IL +
∑NS

i=1

pSk

NSσ2
M
hM1Si

hHM1Si
)−1hM1Sk

||
. (17)

C. Power Allocation

Given a schedule, and fixed beamforming vectors, a suitable
power needs to be found for each node so that the weighted
sum rate of the links is maximized. In the FDU-FDD mode,
the problem can be formulated as

argmax
{p

U1
i
,pS1

,pM1
,pS2
}
W1 log(1

+
pU1

i
GS1U1

i

γSpS1
+ pMGM1S2

+ pS2
GS1S2

+NS
) +W2 log(1

+
pS1GM1S1

GM1U1
i
pU1

i
+ γMpM +GM1S2

pS2
+NM

) +W3 log(1

+
GM1S2

pM
GS2U1

i
pU1

i
+GS1S2

pS1
+ γSpS2

+NS
) +W4

log(1 +
GS2U2

j
pS2

GU2
j U

1
i
pU1

i
+GS1U2

j
pS1

+GM1U2
j
pM +NU

) (18)

subject to: 0 ≤ pU1
i
≤ pUmax

, 0 ≤ pS1
≤ pSmax

,

0 ≤ pM1
≤ pMmax

, 0 ≤ pS2
≤ pSmax

.

This is a non-linear non-convex problem. But we can use GP
to obatin a near-optimal solution. The problem (18) can be
written as

argmin
{x,y,z,q}

(
γSy + zGM1S2

+ qGS1S2
+NS

xGS1U1
i
+ γSy + zGM1S2 + qGS1S2 +NS

)
W1

+(
GM1U1

i
x+ γMz +GM1S2

q +NM
yGM1S1 +GM1U1

i
x+ γMz +GM1S2q +NM

)W2

+(
GS2U1

i
x+GS1S2y + γSq +NS

GM1S2
z +GS2U1

i
x+GS1S2

y + γSq +NS
)W3

+(
GU2

j U
1
i
x+GS1U2

j
y +GM1U2

z +NU
GS2U2

j
q +GU2

j U
1
i
x+GS1U2

j
y +GM1U2

j
z +NU

)W4

(19)

subject to: 0 ≤ x

pUmax

≤ 1, 0 ≤ y

pSmax

≤ 1,

0 ≤ z

pMmax

≤ 1, 0 ≤ q

pSmax

≤ 1.

Though this problem is not a GP in the standard form,
according to [21], an iterative procedure could be used to
solve this problem by constructing a series of GPs and solving
each of them. Hence, this procedure is adopted to solve the
power allocation problem. Note that to reduce the computation
complexity, the rates used in (12) are obtained from the power
allocation method assuming equal weights on all links. After
the scheduling decision is made, the optimal power allocation
in each mode is found for each transmission mode. Finally,
with the optimal power allocation for each mode, the one with
the maximum weighted sum rate is chosen.

TABLE I: Simulation Parameters

Parameter Value

System bandwidth 10 MHz

Large-Scale Channel Model NLoS Models in [24]

Small-ScaleChannel Model Rayleigh Fading

Maximum Power MBS: 46dBm, SBS: 24dBm, UE: 23dBm

Noise Figure MBS: 5dB, SBS: 12dB, UE: 9dB

Number of Antennas MBS: 32 or 1, SBS: 1, UE: 1

IV. SIMULATION AND PERFORMANCE EVALUATION

The performance of the joint link selection and power
allocation method is evaluated in a setting with one MBS and 2
SBSs. Each SBS serves 10 UEs randomly distributed in a disc
area with maximum distance of 40 meters and minimum dis-
tance of 10 meters. We use 3GPP simulation recommendations
for outdoor environments for other simulation parameters,
which are listed in Table I. The spectral efficiency is capped
at 7 bits/sec/Hz to match the peak spectrum efficiency of a
practical system. We assume 120 dB [13] of self-interference
cancellation at the MBS and SBSs. The UEs are HD and they
only communicate with their associated SBSs.

In the first set of simulations, we change the backhaul
channel loss by varying the distance d1 between MBS and
SBSs. For each value of d1, we generate 50 topologies. In each
of the topologies, the location of base stations are fixed, but
the location of UEs in each small cell are randomly generated.
To show the influence of interference between the small cells
on the performance, in the second set of simulations we fix d1
but vary the distance d2 between the two SBSs. For each value
of d2, 10 topologies are also generated by randomly changing
the location of UEs. We adopt the practical FTP traffic model
recommended by 3GPP [23]. Each UE requests to download
and upload files. The time interval between the completion of a
file transmission and a new request is exponentially distributed
with a mean of one second. For each combination of topology
and traffic demand, we run the simulation for 12.5 seconds. For
symmetric traffic, the file sizes are 1.25 MB. For asymmetric
traffic, assuming a five to one downlink to uplink traffic ratio,
the download file sizes are 1.25MB, but the upload files are
250 KB.

For each topology, we compare the performance of our
method with several different methods. The first baseline case
assumes all the nodes are HD, and the MBS is equipped with
only one antenna, so at each time slot only one link could
be active; we denote this case as HD1. Without changing the
capability of BSs, we could also schedule one HD transmission
in each small cell, excluding the SDMA and FD cases, this
method is referred to as HD2. For the third baseline case, all
the nodes are HD, but the MBS is equipped with multiple
antenna to allow SDMA; this case is referred as HD-SDMA.
For the fourth baseline scenario, MBS and SBSs are FD but
with a single antenna; in this case up to four links could be
active at the same time; this case is denoted as FD1. If the



100 200 300 400 500 600
MBS to SBS Distance (meters)

0

5

10

15

20

25

30

35

A
ve

ra
ge

 S
er

ve
d 

D
L 

C
el

l T
hr

ou
gh

pu
t (

M
bi

ts
)

FD-SDMA
HD-SDMA

HD2
HD1

FD1
FD-SDMA-MP

FD2

(a) Downlink

100 200 300 400 500 600
MBS to SBS Distance (meters)

0

5

10

15

20

25

30

35

A
ve

ra
ge

 S
er

ve
d 

U
L 

C
el

l T
hr

ou
gh

pu
t (

M
bi

ts
)

FD-SDMA
HD-SDMA

HD2
HD1

FD1
FD-SDMA-MP

FD2

(b) Uplink

Fig. 3: Served average cell throughput with symmetric traffic
demands with respect to d1.

MBS is equipped with multiple antennas but not FD capable
and SBSs are FD, this case is referred as FD2. Finally if all
the BSs are FD capable and MBS is equipped with multiple
antennas; we refer to the method as FD-SDMA. In the methods
mentioned above, the proposed joint scheduling and power
allocation algorithm is applied for higher system throughput
if multiple links can be activated at the same time. Under the
condition that all BSs are FD capable and the MBS is equipped
with multiple antennas, a method without power control is
also included in our simulation. In this case all the scheduled
nodes transmit with the maximum power. This case is denoted
as FD-SDMA-MP.

In the first set of simulations, d1 is varied and traffic is
assumed to be symmetric, while the distance between the two
SBSs is 180 meters. Simulation results are shown in Fig. 3. For
each value of d1, the average of the served throughput per cell
for all the topologies is evaluated. Overall, compared with HD-
SDMA, FD-SDMA with our proposed joint scheduling and
power allocation method brings 80% throughput improvement
over all the values of d1. It can be seen that as the distance
d1 increases, the backhaul link becomes the bottleneck of the
system. But if the MBS is equipped with multiple antennas, the
capacity of the backhaul link is larger, and the system capacity
with HD-SDMA remains relatively stable as d1 grows. In the
case of FD1 method, the served average cell throughput almost
degrades to the same value as that of HD2, when the value
of d1 is high. This suggests that with FD BSs, equipping the
MBS with multiple antennas is crucial for throughput gain
for SBSs situated far from the MBS. In addition, FD-SDMA
with power control achieves 31 percent performance gain over
FD-SDMA-MP.

Fig. 4 shows the results of the second set of simulations
when the methods are evaluated with asymmetric traffic de-
mand as d1 increases, with a 180-meter distance between the
two SBSs. Similar to the case with symmetric traffic demands,
the proposed scheduling and power allocation method can
bring considerable gain over the case without power control.
The throughput improvement of FD-SDMA over HD methods
is similar to the symmetric case, so the proposed joint opti-
mization scheme is also able to exploit the potential of FD
radios with unequal traffic demands.

In Fig. 5, we show the influence of distance between two
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Fig. 4: Served average cell throughput with asymmetric traffic
demands with respect to d1.

50 100 150 200 250 300 350 400
MBS to SBS Distance (meters)

5

10

15

20

25

30

35

A
ve

ra
ge

 S
er

ve
d 

D
L 

C
el

l T
hr

ou
gh

pu
t (

M
bi

ts
)

FD-SDMA
HD-SDMA

HD2
HD1

FD1
FD-SDMA-MP

FD2

(a) Downlink

50 100 150 200 250 300 350 400
MBS to SBS Distance (meters)

5

10

15

20

25

30

35

A
ve

ra
ge

 S
er

ve
d 

U
L 

C
el

l T
hr

ou
gh

pu
t (

M
bi

ts
)

FD-SDMA
HD-SDMA

HD2
HD1

FD1
FD-SDMA-MP

FD2

(b) Uplink

Fig. 5: Served average cell throughput with symmetric traffic
demands with respect to d2.

SBSs on average cell throughput, d1 is 212.06 meters for
all the topologies . A shorter d2 simulates the case with
denser deployment of small cells. In the extreme case with
a 55.36 meter distance between the two SBSs, the small
cells partially overlap, however FD-SDMA still provides much
higher throughput than the other methods.

Fig. 6 shows the simulation results when d2 varies and
traffic demands are asymmetric. A denser deployment of small
cells causes more performance degradation. But the throughput
of FD-SDMA is still considerably higher than that of HD-
SDMA and FD-SDMA-MP.

We also collected the frequency of usage of each trans-
mission mode for FD-SDMA. Fig. 7 shows the frequency of
usage of transmission modes in the four sets of simulations
for Fig. 3, Fig. 4, Fig. 5 and Fig. 6. Only modes with more
than five percent of usage in any one set of the simulations are
shown. With symmetric traffic, the most used modes are FDU-
FDD and FDD-FDU. With asymmetric traffic, the FDD-FDD
mode is used for approximately 50% of the time to transmit
more downlink packets. As the interference between the small
cells increases, usage of transmission modes is more evenly
spread to better mange interference. The transmission mode
scheduling method adaptively chooses link combinations for
different traffic demands and cell distribution. Overall, only
six of all the 80 transmission modes are used for over five
percent of the time in any set of the simulations.
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Fig. 6: Served average cell throughput with symmetric traffic
demands with respect to d2.
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V. CONCLUSION AND FUTURE WORK

In this paper we analyzed a FD network with multiple
self-backhauled small cells. To increase the capacity of the
backhaul link, the MBS is equipped with multiple antennas
to enable SDMA. We proposed a joint scheduling and power
allocation method to better exploit the potential of FD radios.
Simulation results show that our scheduling scheme could
almost double the capacity. The scheduling method can adap-
tively select transmission modes under different topology and
traffic demands. While using FD SDMA MBS and FD SBSs
could almost double per cell throughput compared with HD-
SDMA scheme, the combination of HD SDMA MBS and FD
SBSs only cause around 90% performance loss. So it may
be a more cost efficient scheme. We propose to analyze the
performance of FD with multiple macro cells and multiple
small cells for future work.

REFERENCES

[1] J. G. Andrews, S. Buzzi, W. Choi, S. V. Hanly, A. Lozano, A. C. Soong,
and J. C. Zhang, “What will 5G be?” IEEE J. Sel. Areas Commun.,
vol. 32, no. 6, pp. 1065–1082, 2014.

[2] A. Sabharwal, P. Schniter, D. Guo, D. W. Bliss, S. Rangarajan, and
R. Wichman, “In-band full-duplex wireless: Challenges and opportuni-
ties,” IEEE J. Sel. Areas Commun., vol. 32, no. 9, pp. 1637–1652, 2014.

[3] D. Kim, H. Lee, and D. Hong, “A survey of in-band full-duplex
transmission: From the perspective of PHY and MAC layers,” IEEE
Commun. Surveys Tuts., vol. 17, no. 4, pp. 2017–2046, 2015.

[4] N. Bhushan, J. Li, D. Malladi, R. Gilmore, D. Brenner, A. Damnjanovic,
R. Sukhavasi, C. Patel, and S. Geirhofer, “Network densification: the
dominant theme for wireless evolution into 5G,” IEEE Commun. Mag.,
vol. 52, no. 2, pp. 82–89, 2014.

[5] U. Siddique, H. Tabassum, E. Hossain, and D. I. Kim, “Wireless
backhauling of 5G small cells: challenges and solution approaches,”
IEEE Wireless Commun., vol. 22, no. 5, pp. 22–31, 2015.

[6] R.-A. Pitaval, O. Tirkkonen, R. Wichman, K. Pajukoski, E. Lahetkan-
gas, and E. Tiirola, “Full-duplex self-backhauling for small-cell 5G
networks,” IEEE Wireless Commun., vol. 22, no. 5, pp. 83–89, 2015.

[7] A. Sharma, R. K. Ganti, and J. K. Milleth, “Joint backhaul-access
analysis of full duplex self-backhauling heterogeneous networks,” IEEE
Trans. Wireless Commun., vol. 16, no. 3, pp. 1727–1740, 2017.

[8] H. Tabassum, A. H. Sakr, and E. Hossain, “Analysis of massive MIMO-
enabled downlink wireless backhauling for full-duplex small cells,”
IEEE Trans. Commun., vol. 64, no. 6, pp. 2354–2369, 2016.

[9] S. Akbar, Y. Deng, A. Nallanathan, M. Elkashlan, and G. K. Karagian-
nidis, “Massive MIMO-enabled hetnets with full duplex small cells,”
in GLOBECOM 2017-2017 IEEE Global Communications Conference.
IEEE, 2017, pp. 1–7.

[10] Z. Tan, X. Li, F. R. Yu, H. Ji, and V. C. Leung, “Joint resource
allocation in cache-enabled small cell networks with massive MIMO and
full duplex,” in GLOBECOM 2017-2017 IEEE Global Communications
Conference. IEEE, 2017, pp. 1–6.

[11] D. Korpi, T. Riihonen, A. Sabharwal, and M. Valkama, “Sum-rate
analysis and optimization of self-backhauling based full-duplex radio
access system,” arXiv preprint arXiv:1604.06571, 2016.

[12] A. Rahmati, A. Sadeghi, and V. Shah-Mansouri, “Price-based resource
allocation for full duplex self-backhauled small cell networks,” in
Communications (ICC), 2015 IEEE International Conference on. IEEE,
2015, pp. 5709–5714.

[13] S. Goyal, P. Liu, and S. Panwar, “Scheduling and power allocation in
self-backhauled full duplex small cells,” in Communications (ICC), 2017
IEEE International Conference on. IEEE, 2017, pp. 1–7.

[14] X. Yue, Y. Liu, S. Kang, A. Nallanathan, and Z. Ding, “Exploiting
full/half-duplex user relaying in NOMA systems,” IEEE Trans. Com-
mun., vol. 66, no. 2, pp. 560–575, 2018.

[15] Z. Mobini, M. Mohammadi, H. A. Suraweera, and Z. Ding, “Full-
duplex multi-antenna relay assisted cooperative non-orthogonal multiple
access,” arXiv preprint arXiv:1708.03919, 2017.

[16] M. Mohammadi, B. K. Chalise, A. Hakimi, H. A. Suraweera, and
Z. Ding, “Joint beamforming design and power allocation for full-duplex
NOMA cognitive relay systems,” arXiv preprint arXiv:1708.03915,
2017.

[17] J. Choi, J. Bai, S.-P. Yeh, Y.-S. Choi, and S. Talwar, “Full-duplex
self-backhaul small cell: Capacity gain and traffic adaptation,” in 2018
IEEE International Conference on Communications Workshops (ICC
Workshops). IEEE, 2018.

[18] L. Tassiulas and A. Ephremides, “Stability properties of constrained
queueing systems and scheduling policies for maximum throughput in
multihop radio networks,” IEEE Trans. Autom. Control, vol. 37, no. 12,
pp. 1936–1948, 1992.

[19] E. Björnson, M. Bengtsson, and B. Ottersten, “Optimal multiuser trans-
mit beamforming: A difficult problem with a simple solution structure,”
arXiv preprint arXiv:1404.0408, 2014.

[20] S. Boyd, S.-J. Kim, L. Vandenberghe, and A. Hassibi, “A tutorial on
geometric programming,” Optimization and engineering, vol. 8, no. 1,
p. 67, 2007.

[21] M. Chiang, C. W. Tan, D. P. Palomar, D. O’neill, and D. Julian, “Power
control by geometric programming,” IEEE Trans. Wireless Commun.,
vol. 6, no. 7, pp. 2640–2651, 2007.

[22] E. Björnson, E. Jorswieck et al., “Optimal resource allocation in coordi-
nated multi-cell systems,” Foundations and Trends in Communications
and Information Theory, vol. 9, no. 2–3, pp. 113–381, 2013.

[23] 3rd Generation Partnership Project (3GPP), “Evolved Universal Ter-
restrial Radio Access (E-UTRA); Further advancements for E-UTRA
physical layer aspects,” 3rd Generation Partnership Project (3GPP),
Technical Report (TR) 36.814, 03 2017, version 9.2.0.

[24] 3GPP, “Evolved Universal Terrestrial Radio Access (E-UTRA); Further
enhancements to LTE Time Division Duplex (TDD) for Downlink-
Uplink (DL-UL) interference management and traffic adaptation,” 3rd
Generation Partnership Project (3GPP), Technical Report (TR) 36.828,
06 2012, version 11.0.0.


	I Introduction
	II System Model
	III Scheduling and Power Allocation Method
	III-A Transmission Mode Selection
	III-B Beamforming
	III-C Power Allocation

	IV Simulation and performance evaluation
	V Conclusion and future work
	References

