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ABSTRACT

The process of quantifying image quality consists of en-
gineering the quality features and pooling these features
to obtain a value or a map. There has been a signif-
icant research interest in designing the quality features
but pooling is usually overlooked compared to feature de-
sign. In this work, we compare the state of the art qual-
ity and content-based spatial pooling strategies and show
that although features are the key in any
image quality assessment, pooling also matters.
We also propose a quality-based spatial pooling strategy that
is based on linearly weighted percentile pooling (WPP).
Pooling strategies are analyzed for squared error, SSIM and
PerSIM in LIVE, multiply distorted LIVE and TID2013
image databases.

Index Terms— image quality assessment, quality/distortion
maps, spatial pooling, statistical significance

1. INTRODUCTION
Image quality models are designed to estimate the perceived
quality of images. The design of the models requires engi-
neered features that are correlated with the perceived quality.
Moreover, extracted features need to be combined to obtain
the quality estimate. There has been a significant effort in en-
gineering image quality attributes most of which focused on
the feature design part. However, pooling strategy selection
is commonly overlooked and mean pooling is used in most
of the quality estimators without further investigating alter-
native approaches.

The authors in [1] investigate the effect of spatial pooling
strategies for pixel-wise and structural image quality metrics.
Minkowski pooling and local quality/distortion-weighted
pooling are compared with the information content weighted
pooling. In [2], the authors propose a pooling scheme based
on the fact that significant degradation over the images dom-
inate the perceived quality. A percentile pooling approach
is followed where highly distorted regions are scaled before
the fusion of the similarity map. The authors in [3] combine
percentile information with mean, median and max values
of the quality map to obtain the quality estimate. In [4], the

authors evaluate existing pooling strategies for color printing
quality attributes, which can be sorted as sharpness, color,
lightness, contrast and artifacts. In addition to the quality-
based pooling, content-weighted pooling methods are also
used in the comparison. There are also human visual system
and fixation-based models in the literature but the scope of
this paper is limited to the quality and content-based pooling
strategies.

In this paper, we perform a comparative study of spatial
pooling strategies in terms of linearity and ranking with sta-
tistical significance tests. We also propose a spatial pooling
strategy based on the observation that the perceived quality is
dominated by highly degraded regions. Instead of following a
standard percentile pooling strategy, we calculate the quality
thresholds that correspond to the percentile limits for various
percentages. In case of quality maps, these percentile values
are linearly weighted so that percentile limits close to 0.0%
get the highest weights whereas the ones close to 100.0% are
scaled with the lowest weights. The opposite scenario is valid
in case of the distortion maps. Scaled percentile limits are
summed and divided by the sum of the weights to obtain a
normalized quality indicator.

2. SPATIAL POOLING STRATEGIES
In this section, we briefly describe quality- and content-based
spatial pooling strategies used in the literature. Then, we in-
troduce the weighted percentile pooling (WPP).

2.1. Basic Statistics
The most common way to map a distortion/quality map to a
final value is by calculating the mean. Moreover, other basic
statistical information including but not limited to standard
deviation, median, min and max are also used in the pooling.

2.2. Percentile Pooling
Severe distortions dominate the perceived quality of im-
ages. Therefore, percentile-based methods try to estimate
the threshold that bounds the pixels with significantly per-
ceivable degradation. These methods simply scale the distor-
tion/quality values that fall into the target percentile. If we
have a quality map, we focus on the low quality values and



the quality values in the target percentile are divided with a
scalar c1 as expressed in Eq. (1).

Q̂rm,ns “

"

Qrm,ns{c1, Qrm,ns ă percpQ, pq
Qrm,ns, otherwise , (1)

where Qrm,ns is the quality map entry with the pixel loca-
tions m and n, respectively. percp¨q is the percentile function
that returns the percentile of the values in the map (Q) where
p is the parameter that corresponds to the the target percent-
age in the interval r0, 100s. In case of the distortion maps,
highly distorted entries are multiplied with the same constant.
The authors in [2] tune the percentile pooling metric for the
structural similarity index where p is set to 6.0 and c1 is set to
4000 as a consequence of sweeping the parameter space with
a step size of 1% to find the configuration that corresponds to
the highest Spearman correlation coefficient.

2.3. 5-Number Summary
The authors in [3] combine basic statistical information with
percentile thresholds to obtain 5-Number summary in Eq.
(2).
5Num “

meanpQq `Q1`medianpQq `Q3`maxpQq

5
,

(2)
where mean, median and max are calculated over the full res-
olution quality/distortion maps and Q1 and Q3 are equivalent
to percpQ, 25q and percpQ, 75q, respectively.
2.4. Minkowski
Minkowski-based pooling includes pixel-wise mapping of
the quality/distortion maps using a power function as ex-
plained in Eq. (3).

Minkowski “
M
ÿ

m“1

N
ÿ

n“1

Qrm,nsp

M ¨N
, (3)

where pixel indexes are denoted as m and n and the number
of rows and columns are represented with M and N . The
most common p values used in the literature are 1{8, 1{4,
1{2, 2, 4 and 8 so these values are used in the simulations.

2.5. Quality/Distortion Weighted Pooling
Pixel values in the quality/distortion maps are weighted using
a monotonic function and the weighted values are summed
up over the full resolution map. Then, the obtained sum is di-
vided by the sum of the weights for normalization as descibed
in Eq. (4).

QW “

řM
m“1

řN
n“1 wrm,ns ¨Qrm,ns

řM
m“1

řN
n“1 wrm,ns

. (4)

The weight term is the pth power of the pixel-wise quality
value as expressed in Eq. (5).

wrm,ns “ Qrm,nsp (5)
Distortion weighted pooling is obtained when quality map is
replaced with a distortion map.

2.6. Information Weighted Pooling
The methods defined in Sections 2.1-2.5 are based solely on
the quality/distortion maps. In addition to the information
within these maps, the authors in [1] propose using the ad-
ditional information included in the reference and distorted

images. Information content is quantified as the number of
bits that can be received from an image that passes through a
noisy channel. The source is assumed to follow a local Gaus-
sian model and the channel characteristic is modeled with ad-
ditive Gaussian to make the problem tractable. Information-
based weighting is expressed in Eq. (6).

wrm,ns “ log

„ˆ

1`
σI rm,ns

2

c2

˙ˆ

1`
σJ rm,ns

2

c2

˙

,

(6)
where σI rm,ns is the standard deviation of the reference im-
age and σJ rm,ns is the standard deviation of the distorted
image, and c2 is a constant introduced to represent the chan-
nel noise. In our experiments, we simulate six different con-
figurations of the information content weighted model. First,
the distortion map is weighted with the expression given in
Eq. (6). We simulate the scenarios where either the reference
or the distorted image information is used. A sliding window
is used with two configurations, with and without Gaussian
masking, which has a standard deviation of 1.5 pixels.
2.7. WPP: Weighted Percentile Pooling
Standard percentile pooling is used to scale up the signifi-
cance of highly distorted regions as described in Section 2.2.
However, all pixels are scaled with a constant value instead
of an adaptive mapping. Percentile thresholds can also be
used to estimate quality as in Section 2.3 but calculating the
linear combination of basic statistics along with percentile
thresholds are not very intuitive and lack of adaptation. In
this work, pooling strategy is also based on percentile pool-
ing where we calculate percentile thresholds in between 1.0
and 100.0. Then, the percentile thresholds are scaled accord-
ing to their relative significance with respect to percentile val-
ues because human visual system is more sensitive to severe
degradations. Finally, percentile values are used for normal-
ization. Weighted percentile pooling (WPP) can be used for
quality maps as expressed in Eq. (7) as well as for distor-
tion maps as in Eq. (8). The difference between quality and
distortion pooling is based on the fact that low values in the
quality map (Q) lead to significant degradation whereas they
are the high ones in the distortion map (D).

QW “

řT
s“1

´

1´
wqpsq
100

¯

¨ perc pQ,wqrssq

řT
s“1

´

1´
wqpsq
100

¯ . (7)

DW “

řT
s“1

´

wdpsq
100

¯

¨ perc pD,wdrssq

řT
s“1

´

wdpsq
100

¯ . (8)

The weights of the quality and distortion maps are denoted as
wq and wd, respectively, the term s is an index that is based
on the number of percentiles used in the combination, and T
is the upper limit of the index.

wqrss “

"

1` 100
Nbin¨

¨ s, 1` 100
Nbin¨

¨ s ă 100

1, otherwise
(9)

wdrss “

"

100´ 100
Nbin¨

¨ s, 100´ 100
Nbin¨

¨ s ą 1

100, otherwise
(10)



The number and value of the percentiles used in the pool-
ing are based on the input (Nbin). In this work, we only use
three configurations where Nbin is set to 1, 10 or 20. The
term s is defined over the range where the percentile values
are greater than or equal to 1 or less than or equal to 100.

3. VALIDATION
Image databases with subjective scores are used to validate
metric performance. In order to compare the pooling strate-
gies, quality attributes are extracted using different assess-
ment methods and then different pooling strategies are used
to pool the attribute map into a final score to be compared
with subjective scores. Squared error between reference and
distorted images, the SSIM [5] and the PerSIM [6] are used as
the quality attributes. Pearson correlation coefficient is used
to measure linearity and Spearman correlation coefficient is
used to perform ranking-based comparison. Monotonic logis-
tic regression described in [7] is used for a fair comparison in
terms of linearity.

The pooling strategies described in Section 2 are used in
comparison. Mean pooling is used for all the strategies, min-
imum is used for SSIM and PerSIM and maximum is used
for squared error. There is only one configuration reported
for percentile and 5-Number pooling since their parameters
are already tuned. In case of other pooling strategies, the
best performing configuration is reported in each distortion
type. The legend of the figures is given in Fig. 1 where dif-
ferent pooling strategies are represented with different shapes
and the type of the quality attributes is shown with different
colors. The abbreviations are summarized as follow: MK:
Minkowski, QD:Quality/Distortion weighted, IW: Informa-
tion weighted, M/M: Min for quality and Max for distortion,
5-N.:5-Number summary, Per.:Percentile and WPP:Weighted
percentile pooling. In the following figures, the vertical axis
correponds to the correlation value and the horizontal axis
corresponds to the distortion types.

Fig. 1: Legend symbols and colors
The performance of the pooling strategies in the LIVE

database [7] are summarized in Fig.2 (Pearson) and Fig.3
(Spearman). The performance of the metrics in case of com-
pression artifacts (Jp2k, Jpeg) are close to each other. Max
pooling and 5-point pooling using PerSIM and 5-number
pooling using MSE perform worse compared to other pool-
ing strategies in case of white noise (Wn). In case of Gaus-
sian blur (Gb) , weighted percentile, max and information
weighted pooling are the best performing pooling strategies.
Weighted percentile, percentile and information weighted
pooling outperform other strategies under fastfading dis-
tortions (FF). Overall, percentile and weighted percentile

pooling lead to highest Pearson correlation and in terms of
Spearman correlation, information weighted and weighted
percentile pooling using SSIM are the best ranked strategies.

In the multiply distorted LIVE database [8], Minkowski
and Max/Min corresponds to highest linearity for pooling
SSIM maps whereas information-weighted and weighted per-
centile pooling are the highest while using PerSIM as shown
in Fig.5. Percentile pooling is the most linear estimator while
using squared error maps. In terms of ranking, information
weighted and max/min are the highest for SSIM and weighted
percentile pooling is the best for PerSIM whereas different
strategies lead others in different categories in squared error
metric as given in Fig.6.

TID image database [9] consists of 24 different distor-
tion types and the performance of the pooling strategies in
each distortion category is shown in Fig.7 and Fig.8. Be-
cause of the space constraints, we only discuss the perfor-
mance of the strategies in the overall databases. In terms
of linearity, weighted percentile pooling using PerSIM leads
to the best performance followed by various strategies that
are very close to each other. Minkowski-based pooling using
PerSIM is the best in terms of ranking followed by weighted
percentile pooling using PerSIM.
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Fig. 2: LIVE Database - Pearson CC
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Fig. 3: LIVE Database - Spearman CC
Correlation coefficients are used to compare the perfor-

mance of the pooling strategies. However, we also need to
analyze the statistical significance of the differences to claim
that the decrease or increase in the correlation actually mat-
ters. We use the significance of the difference between the
correlation coefficients suggested in ITU-T Rec. P.1401 [10].
Statistical significance test results are summarized in Fig. 4.
The results of each pooling strategy is a nine digit codeword
where the first three corresponds to the LIVE database, the



Fig. 4: Significance of the differences between the Pearson correlation coefficients for various pooling strategies using
different quality attributes and databases

second three is multiply disorted LIVE (M-Live) and the third
tree corresponds to TID2013 database (TID). In these ternary
groups, the first attribute is squred error, the second is SSIM
and the third is PerSIM. A 1 in the codeword means that there
is significant difference between the pooling strategies high-
lighted in the row and column titles in terms of Pearson cor-
relation coefficient otherwise the difference is insignificant.
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Fig. 5: Multi Database - Pearson CC

Study1      Study2 
Distortion Types

All   

C
or

re
la

tio
n

0.65

0.7

0.75

0.8

0.85

0.9

0.95

Fig. 6: Multi Database - Spearman CC

Statistical significance tests show that none of the pooling
strategies is different than the others in all databases and met-
ric types in terms of Pearson correlation. Database selection
is important in comparing the pooling strategies. The sum
of the individual columns (Col. Sum) corresponds to the to-
tal statistical difference in a specific database using a specific
attribute. For each quality attribute, TID leads to the high-
est statistical significance total since it has a wide range of
distortion types where different pooling strategies can stand
out. When the statistical significance totals are summed up
for each database (DB Sum), we can see that multiply dis-
torted LIVE database (M-Live) has the least statistically dif-
ferent comparisons (66) and TID has the most (116).

The proposed pooling strategy weighted percentile pool-
ing (WPP) is inherently designed to calculate the percentile

over quality maps that contain perceivable degradation
so WPP is more consistent in structural and perceptual
similarity-based pooling. However, in case of pixel-wise
error pooling, the accuracy of WPP depends on the distortion
type. In general, structural similarity (SSIM) and perceptual
similarity metrics (PerSIM) outperform pixel-wise difference
with several exceptions.
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Fig. 7: TID2013 Database - Pearson CC
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Fig. 8: TID2013 Database - Spearman CC

4. CONCLUSION
In the image quality assessment literature, mean pooling is
commonly used to map the distortion/quality maps to the
final value. However, when the performance comparison
is considered, mean pooling is not consistent over different
databases, distortion types and quality attributes. According
to the comparison of spatial pooling strategies, we conclude
that pooling strategies influence the performance of the es-
timator. However, feature selection is still more dominant
in the accuracy of the final quality score. It is easier to dif-
ferentiate the performance of pooling strategies and quality
attributes as the number of distortion types increase in the
validation set.
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