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Abstract 

This work investigates the Practice Standard for 
Project Risk Management (PSPRM) in light of the 
fundamental organizational risk research.  As a 
result of this investigation, the work finds that the 
PSPRM is lacking some key concepts from the extant 
organizational risk literature and that other 
fundamental risk concepts are not applied in a 
manner consistent with the literature. Building on 
these findings, the work illustrates how project risk 
management and project risk research might be 
effected by these deficiencies and recommends some 
simple measures that could be implemented to 
usefully augment the PSPRM and project risk 
research.  

1. Introduction1

Risk management, particularly in relation to budget 
and schedule overruns, is central to the management 
of projects. Due to the importance of this aspect of 
projects, project risk management has been 
established as one of the nine knowledge areas of the 
PMBOK guide. The relative importance of risk 
management for projects is further illustrated through 
a separate credential issued by the PMI for project 
risk management, known as the PMI-RMP2.  The 
PMI-RMP stems from a separate guide to benchmark 
risk practice in projects known as ‘The Practice 
Standard for Project Risk Management’3 (PSPRM), 
and the credential has been created as a response to 
project management’s increasing growth, complexity 
and diversity4. 

Due to the special characteristics of projects5, the 
unique challenges faced by project managers in 
project work, and the increasing prominence and 
importance of projects in the business environment, 
this article aims to evaluate whether the PSPRM 

                                                           
1Special thanks to Matti Rossi, Manuel Wiesche, Blaize Reich, Vern 
Bachor, Stelvia Matos, and Jeremy Hall for useful feedback on 
earlier incarnations of this work.  
2http://www.pmi.org/certification/pmi-risk-management-professional-pmi-rmp.aspx 
3http://marketplace.pmi.org/Pages/ProductDetail.aspx?GMProduct=00101169201 
4http://www.pmi.org/en/Certification/PMI-Risk-Management-Professional-PMI-RMP.aspx

represents risk management in-line with the 
fundamental tenets of the organizational risk 
research. Although other researchers have discussed 
the shortcomings of risk management in projects [1, 
2, 3], these works have not specifically focused on 
the PSPRM, instead they have focused on specific 
aspects of the risk management process, such as risk 
identification. The focus of this research is on the 
PSPRM specifically, and the entire PSPRM risk 
management process taken holistically. Such a 
holistic view is of particular interest and importance 
to project managers practicing the PSPRM process, 
given that they undertake the complete PSPRM 
process during a project, and project risk 
management researchers who may predicate their 
efforts on particular aspects of the framework [4, 5].  

In the following sections of this work, these goals 
will be achieved by first providing a review of the 
extant organizational risk literature, with a focus on 
the foundational works of Knight, Ellsberg, and 
Kahneman, followed by a detailed review of the 
PSPRM. The inconsistencies and gaps between the 
research and the PSPRM are discussed, and specific 
areas that have particular importance for project risk 
management practice and research are illustrated.
Building on this analysis some simple measures are 
introduced that could be implemented to improve the 
PSPRM to bring it in-line with the fundamental 
tenets of the organizational risk literature. From here, 
the limitations of the work are discussed, therein 
outlining some interesting directions for future 
research, before concluding with a brief summary of 
the major findings of the research.  

2. Organizational Risk 

In this section the development of Business risk 
thought is traced from its beginnings in the 

5 I use the term project or projects as an umbrella term 
encompassing IS projects too. As discussed later in this work, the 
PSPRM is used to train and credential IT Project Managers, and 
thus is of material importance to both IT practitioners and IS risk 
researchers.
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economics literature to its use in organizational 
theory in the present day.   

2.1 Risk and Uncertainty 

The modern idea of risk-thinking begins almost a 
century ago with the work of Economist Frank 
Knight [6]. In his influential work, ‘Risk, Uncertainty 
and Profit’, Knight frames the central problem of 
business as:  

“It is a world of change in which 
we live, and a world of uncertainty. 
We live only by knowing 
something about the future; while 
the problems of life or of conduct 
at least, arise from the fact that we 
know so little. This is as true of 
business as of other spheres of 
activity” [6].

Although Knight’s framing of the central problem of 
business is as true today, as it was nearly a century 
ago, modern business endeavours have been aided by 
an important distinction made by Knight, between the 
concepts of risk and uncertainty.  

In Knight’s conception, the business environment 
includes both ‘measurable uncertainty’, which he 
terms as risk, and ‘unmeasurable uncertainty’, which 
he labels as uncertainty. Knight further clarifies this 
statement by stating that; “We can also employ the 
terms “objective” and “subjective” probability to 
designate the risk and uncertainty respectively” [6].  

Thus, for Knight, risk is a situation with an 
objectively measured probability of occurrence (or 
very near objective, such as those probabilities found 
in the Insurance industry), while uncertainty is a 
situation that has only subjective probabilities of 
occurrence, and is hence not ‘“measured’. Knight 
suggests that the creation of subjective probabilities 
by an individual necessitates two separate exercises 
of judgment, the formation of an estimate and the 
estimation of its value [6]. In Knight’s view, 
estimates of future events form a spectrum of sorts 
(see Figure #1), between risk (objective estimates) 
and uncertainty (subjective estimates), where these 
estimates involve two dimensions:  

a) The estimate of the occurrence of an event 

                                                           
6Ellsberg’s 1961 work has led to the famous “Ellsberg Paradox” in 
decision-theory [49], where people’s choices violate the expected 
utility hypothesis. 

b) The estimate of impact of the event if it 
occurs 

With this formulation of risk and uncertainty, Knight 
set the foundations for our modern risk paradigm [7,
8, 9]. His theorization has evolved in our modern use, 
where risk is widely understood as “…the effect of 
uncertainty on objectives… uncertainty is the state, 
even partial, of deficiency of information related to, 
understanding or knowledge of an event, its 
consequences or likelihood” [10].  

In addition to setting the platform for the modern risk 
paradigm, Knight simultaneously laid the foundation 
for a body of research that has advanced in a number 
of important directions since then. One of these 
important directions is the idea of ambiguity 
discussed below.  

Figure 1. Diagram of the Risk & Uncertainty 
Spectrum

2.2 Ambiguity

One of the important advances in risk thought after 
Knight is the addition of the concept of ambiguity. 
Although many researchers have introduced the 
concept of ambiguity in one form or another [11, 12, 
13, 14, 15], the work of Ellsberg [16]6 is of particular 
importance to the risk paradigm founded by Knight. 
Ellsberg contends that the nature of one’s information 
concerning the relative likelihood of events is a third 
important factor in estimating future events [16]. 
Ellsberg states:  

“What is at issue might be called 
the ambiguity of this information, a 
quality depending on the amount, 
type, reliability and ‘unanimity’ of 
information, and giving rise to 
one's degree of ‘confidence’ in an 
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estimate of relative likelihoods” 
[16]. 

So in short, Ellsberg adds a third factor to the risk 
formula, where he adds ‘confidence’ to Knight’s two 
factors of likelihood and impact. Where Knight 
suggests that subjective estimates of the impact and 
likelihood of future events are the crux of the 
uncertainty situation, Ellsberg suggests that our 
confidence in the knowledge that we use to determine 
our subjective estimates will vary, based upon the 
quality of the information available to our estimating 
faculties.  

Bearing the preceding discussion of Knight and 
Ellsberg in mind, we can summarize that: 

a) Risk is a situation where the 
probability and impact estimates of an 
event are objectively known, and the 
confidence in the quality of 
information used to construct these 
estimates is very high.  

b) Uncertainty is a situation where the 
probability and impact estimates of an 
event are subjectively determined, and 
the confidence in the quality of 
information used to construct these 
estimates varies from low to high.  

In short, risk is a very special-case of uncertainty, and 
uncertainty itself can potentially be reduced through 
better information7. In the next section of this work 
another important development will be investigated 
that has emerged to bolster and alter our modern 
conceptions of risk, that of Cognitive uncertainty.  

2.3 Cognitive Uncertainty 

The ideas that are here termed as Cognitive 
uncertainty are elsewhere known as ‘The cognitive 
science perspective on risk’ [9] or ‘The managerial 
perspective on risk’ [17]. Irrespective of the label that 
is used to describe this school of thought, this body of 
work serves to take aim at the foundations of rational 
decision theory in economics, and then seeks to show 
the limitations of rational decision theory in respect 
to its conceptions of risk [17, 18]. Premised largely 
                                                           
7It’s important to note that the engineering literature for one, 
distinguishes between epistemic and aleatory uncertainty: 
“…aleatory uncertainty, which arises because the system under 
study can behave in many different ways and is thus a property of 
the system, and epistemic uncertainty, which arises from a lack of 
knowledge about the system and is thus a property of the analysts 
performing the study. When a distinction between aleatory and 

upon the famous body of psychological experiments 
undertaken by Daniel Kahneman and Amos Tversky 
[19, 20, 21], Cognitive uncertainty research has 
illustrated a series of choice problems, where people's 
preferences systematically violate ‘rationality’ [19]. 
Building upon these foundational psychological 
works, other researchers such as March and Shapira 
[17, 18] and Kunreuther et al [22], have worked to 
bring these findings squarely within the domain of 
Organizational theory.  

In this work Cognitive uncertainty is defined as the 
subjective or inter-subjective perceptual and 
cognitive biases that influence exercises of judgment 
[23, 9, 6]. For example, March and Shapira [17] 
outline three important realities in organizational life, 
unaccounted for in decision theory that are some of 
the central concerns of Cognitive uncertainty; 1) 
Most managers do not treat uncertainty about positive 
outcomes as an important aspect of risk, 2) For most 
managers risk is not a probability concept, and 3) 
Most managers demonstrate little desire to reduce 
risk to a single quantifiable construct.  

After highlighting these gaps in the traditional 
decision theory paradigm, March and Shapira [17], 
conclude by highlighting the empirical findings of 
Cognitive uncertainty:  

a) Probability estimates by managers are 
treated as unreliable and are subject to 
post-decision control and revision, and 
considerations of trade-offs are framed 
by attention factors that considerably 
affect action. 

b) Managers seek alternatives that can be 
managed to meet targets, rather than 
assess or accept risks.  

c) The perspectives that managers have 
on risk are not simply matters of 
individual taste but are embedded in 
the social norms and expectations of 
the firm and the profession in general.  

A few years later, March and Shapira [18] built upon 
these initial findings, by investigating the variability 
of risk preferences, noting how individual risk taking 

epistemic uncertainty is not maintained, the deleterious events 
associated with a system, the likelihood of such events, and the 
confidence with which both likelihood and consequences can be 
estimated become commingled in a way that makes it difficult to 
draw useful insights” [48]. Thus, in this work the discussion is 
referring to epistemic uncertainty. 
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behavior changes in relation to the changing fortunes 
of the manager and the organization. In this work, 
they highlight five focus-of-attention factors as 
critical to our understanding of the varying risk 
preferences and risk-taking behavior of individuals: 

1. Risk taking and danger 
2. Risk taking and slack 
3. Risk taking in the neighborhood of an 

aspiration level 
4. Risk taking and the assimilation of resources 
5. Risk taking and self-confidence 

Their first factor states that individual risk taking 
behavior is affected by threats to the survival of the 
organization, where increasing threats to survival 
stimulate greater and greater risk taking, presumably 
in an effort to escape the threats [18].  

In the second factor, risk taking behavior appears to 
be affected by slack, that is, by resources in excess of 
current needs. In situations where slack is plentiful, 
slack is depicted as leading to a relaxation of 
controls, reduced fears of failure, institutionalized 
innovation, increased experimentation, and to 
relatively high levels of risk taking [18]. In situations 
where slack is small(or negative), tight controls and 
efforts to improve productivity using known 
technologies and procedures, is seen as producing 
relatively low levels of risk taking [18].  

In the third factor, risk taking behavior appears to be 
affected by an aspiration-level reference point, which 
implies that when an individual orients to some 
target, and when they are close to said target, the 
individuals appear to be risk seeking below the target 
and risk averse above it [18].

The fourth factor details that risk-taking behavior 
seems to be sensitive to the risk takers perception of 
the resources being risked. It appears that greater 
risks are taken with new resources than with 
resources held for a longer time, and that managers 
appear to be more inclined to take risks with an 
organization's resources than with their own personal
resources [18].  

The fifth and final factor emphasizes the actuality 
that successful risk takers seem to feel that their past 
successes in risky situations are a result of their 
personal skills rather than their good fortune [18].

In short, Cognitive uncertainty research illustrates the 
day-to-day reality of risk decisions, risk preferences 
and risk behavior for managers and researchers 
everywhere. The research has illustrated that 

individuals in organizations generally do not follow 
‘risk recipes’ such as those promoted in the ISO 2009 
standard [10]. Furthermore, this research highlights 
that focus-of-attention factors exist, and that these 
factors serve to change both the perception of risk 
and the resulting risk-taking choices and actions of 
people in organizations.  

Although projects are unique endeavors, we know 
that all projects take place within or between 
organizations, and area actuated by individuals and 
teams, which suggests that there is some significant 
overlap between project and organizational 
phenomena. Furthermore, although project managers 
and managers in organizations face different 
opportunities, constraints, and challenges in their 
work, both sets of practitioners have the need to 
continuously make decisions to guide their work, and 
the work of others. These traits, common to managers 
in all realms, suggest that the Cognitive uncertainty 
literature stemming from organizational research is 
very much relevant to project practitioners and 
project risk researchers, and in turn supports the 
application of it here.  

In the ensuing section of this work, the PSPRM will 
be closely investigated to illustrate how the PMI 
suggests that Project Managers should undertake risk 
management in a project environment, which in turn 
will provide us a detailed look at the framework upon 
which many project risk management researchers 
base their research.  

3. The Practice Standard for Project Risk 
Management 

As previously mentioned, risk management, 
particularly in relation to budget and schedule 
overruns, is central to the literature on the 
management of projects [24]. Project risk 
management is considered by some to be so salient to 
projects, that it is suggested that project risk 
management process be treated “…as a project in its 
own right…” [25].  

In this section the Practice Standard for Project Risk 
Management as offered by the PMBOK [26, 27] is 
closely investigated. In projects, risk is defined as 
“…an uncertain event or condition, that if it occurs, 
has a positive or a negative effect on a project’s 
objectives… this definition includes two key 
dimensions of risk: uncertainty and effect on a 
project’s objectives” [27]. The “…uncertainty 
dimension may be described using the term 
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“probability” and the effect may be called 
“impact”…” [27].  

3.1 Project Risk Management Process Flow- 
Step #1 and #2 

Figure #2 below, illustrates the risk management 
process for project management8. As illustrated by 
the diagram, the first step in the PSPRM process is 
risk management planning. This step, defines the 
scope and objectives of the Project Risk Management 
process, and ensures that the risk process is fully 
integrated into the wider project management process 
[27]. Further, the objectives of this step in the process 
are to develop the overall risk management strategy 
for the project, and to decide how the risk 
management activities will be executed [27].

Figure 2. The Project Risk Management Process 
Flow Diagram 

The PMI states that effective risk management 
requires the creation of a risk management plan that 
should define the normal frequency for repeating the 
processes, as well as specific or exceptional 
conditions under which the corresponding actions 
should be taken [27].  

                                                           
8This particular diagram is a rendering of the actual diagram found 
in [27] and is not completely identical to that of the PSPRM, but 

In the second step of the project risk management 
process, the risk identification process states that “A 
risk cannot be managed unless it is first identified” 
[27], and that this step in the process aims to identify 
all the knowable risks to project objectives [27]. To 
identify risks adequately, the PMI suggests that risk 
identification should be performed as early as 
possible in the project lifecycle, while recognizing 
the paradox that uncertainty is high in the initial 
stages of a project, where there is often less 
information on which to base the risk identification 
[27]. To combat the lack of information at the 
beginning of a project, PMI suggests that risk 
identification should be; iterative, emergent, and 
comprehensive, explicitly identifying opportunities, 
including multiple perspectives in the formulation, 
and linking risks to project objectives [27].  

This stage of the project risk management process 
results in the main output from the Identify Risks 
process, which is the risk register [27]. The risk 
register includes a properly structured risk 
description and the nominated risk owner for each 
risk, and may also include information on the causes 
and effects of the risk, trigger conditions, and 
preliminary responses [27]. Once the risk register is 
created, the identified risks in the register will 
undergo a qualitative and quantitative analysis in the 
next steps, providing an update to the initial risk 
register.  

3.2 Project Risk Management Process Flow- 
Step #3 and #4 

The third step in the PSPRM process is Qualitative 
risk analysis, which serves to assess and evaluate the 
characteristics of the identified project risks, and 
prioritizes risks using a subjectively determined 
probability that each risk will occur, and the 
predicted effect of each individual risk on project 
objectives [27]. This analysis may also include other 
factors as determined by taste, such as; urgency, 
manageability, and impact external to the project.  

One step in this analysis is to categorize risks 
according to their sources or causes, to potentially 
determine a root cause, where the agreement of the 
project stakeholders is considered to be a 
fundamental criterion and a common theme of this 
step in the process [27]. This process can result in a 
‘Probability and Impact Matrix’, which combines the 
estimated values for the probability and impact of an 

the six steps in this process diagram, map exactly to the six steps 
listed PSPRM process diagram.  
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event, and computes their relative importance by 
multiplying the values [26]. Although there is some 
relatively simple calculation involved in the 
qualitative process, it is classified as qualitative, since 
the values given for impact and probability are 
subjectively determined by the project manager and 
stakeholders.  

On the other hand, the fourth step in the process, 
Quantitative risk analysis provides a numerical 
estimate of the overall effect of risk on the objectives 
of the project, based on current plans and 
information, when considering risks simultaneously 
[27].  This process can use techniques such as 
decision tree analysis, and modeling and 
simulation techniques such as Monte Carlo analysis, 
though it is recognized that quantitative risk analysis 
is not always required or appropriate for all projects 
[27].  

This step in the PSPRM process also has its own 
complete sub-structure, captured in a process model 
including the following steps: 1] Examine 
interrelationships between risks 2] Collect high 
quality risk data 3] Project modelling 4] Perform 
quantitative analysis 5] Analyze the results [27].  

3.3 Project Risk Management Process Flow- 
Step #5 and #6 

The fifth step in the process, risk response, pre-
determines effective risk response actions in advance 
of a potential risk event occurring. The objective of 
the risk response plan is to pre-determine sets of 
actions which most enhance project success while 
complying with applicable organizational and project 
constraints. The planning involves agreeing upon the 
actions to be taken and the potential changes to 
budget, schedule, resources, and scope which these 
actions might cause [27].  

The responsibility for monitoring the project 
conditions and implementing the corresponding 
action should be clearly assigned ahead of time, and 
each of the corresponding risk responses should be 
assigned to a specific risk action owner [27].  

Furthermore, the project manager should develop risk 
response strategies for individual risks, sets of risks, 
and project level risks and such strategies include: 1) 
avoiding a threat or exploiting an opportunity 2) 
transferring a threat or sharing an opportunity 3) 

                                                           
9A risk that remains after risk responses have been implemented 
[27].  

mitigating a threat or enhancing an opportunity 4) 
accepting a threat or an opportunity [27].  

The sixth and final step in the PSPRM process is to 
monitor and control risks.  In this step, the primary 
objectives are to track identified risks, monitor 
residual risks9, identify new risks, ensure that risk 
response plans are executed at the appropriate time, 
and evaluate their effectiveness throughout the 
project life cycle [27]. For each risk previously 
identified, for which a response has been crafted, and 
trigger conditions have been identified, it is the 
responsibility of the action owner to ensure that these 
conditions are effectively monitored and that the 
corresponding actions are carried out as defined, in a 
timely manner, should the risk occur [27].

With this in-depth review of the PSPRM process 
completed, in the ensuing section, the PSPRM is 
compared to the organizational risk literature to 
identify inconsistencies and to draw out implications 
for research and practice.   

4. Analysis & Discussion 

When we compare the tenets and prescriptions of the 
PSPRM to the organizational risk literature reviewed 
here, a number of important facts emerge, which will 
be discussed in turn below.   

4.1 Risk, Uncertainty, and Ambiguity 

From the preceding review, we see that the 
fundamental ideas of risk as formulated by Knight 
have been implemented in the PSPRM, where risk is 
treated as a function of the probability of occurrence 
of an event, and the impact of the event if it occurs 
[10, 27]. However, beyond the impact and probability 
facets of risk, the PSPRM displays some gaps in its 
use of the organizational risk literature. In this 
section, we highlight these gaps and suggest 
implications for practice and research.  

First of all, in the PSPRM framework uncertainty is 
conceptualized as a dimension of risk itself (ie “risk 
is the effect of uncertainty on objectives”), and not as 
a separate category of phenomenon that can and does 
occur simultaneously with risk. Such categorization 
negates Knight’s important distinction between risk 
and uncertainty altogether and further ignores 
Knight’s important distinction between subjective 
and objective probabilities. If accurately applied in 
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the PSPRM, project managers would be aware that 
risks and uncertainties likely co-exist in each and 
every project and that thus, what we now call 
“project risk management” is more accurately 
“project risk and uncertainty management”. This 
difference is not solely semantic, given that risks are 
a readily identifiable special case of uncertainty, with 
very different attributes than uncertainties. Further, 
not all uncertainties themselves are equally uncertain, 
and so nuance is very much needed to distinguish 
among uncertainties.  

Second, ambiguity as Ellsberg defined it, is 
completely absent from the PSPRM. The concept of 
ambiguity, if used as intended, should result in a third 
subjective estimate of uncertainty (in addition to 
probability and impact), namely the confidence that 
we have in the information upon which we are 
predicating our subjective estimates.  

One area where these conceptual gaps may have an 
impact on practice is in the realm of Project 
Management education. The PSPRM is not only a 
“credentialing tool” for the PMI, but it is also, like 
PMBOK overall, an instrument of education for the 
entire profession and beyond. Thus, prospective 
project managers who are only just entering the field, 
and the project risk field specifically, are not being 
trained as comprehensively or with as much nuance 
as might be possible.  

Third, if these fundamental concepts were treated 
accurately in the PSPRM, and thus followed in 
practice, then actual project risk management practice 
may become more effective. For example, since we 
now understand that uncertainty is a result of the 
subjective estimates of probability and impact, it may 
make sense to add a “confidence” element to a 
Probability and Impact Matrix. If this were to 
happen, the project manager may be more effective in 
prioritizing project risks and uncertainties, since she 
has a third dimension by which to distinguish and 
sequence the risks and uncertainties. Notwithstanding 
other changes, this simple act of adding a 
‘confidence’ element to a Probability and Impact 
Matrix, should serve to make a project’s risk register 
both more useful and more coherent. For example, 
we may now identify and distinguish between events 
with high impact, high probability, and low 
information confidence, as opposed to events with 
high impact, high probability, and high information 
                                                           
10Ward and Chapman [1] identify and classify five specific sources 
of uncertainty in projects: a] The variability associated with project 
parameters [ie time, scope, budget] b] The basis of estimates of 
project parameters c] Design and logistics d] Objectives and 
priorities d] Relationships between project parties. Their study 

confidence. Events identified as low confidence 
would seem to indicate gaps in our information, and 
thus areas where a project manager may need to dig 
deeper to firm-up and increase confidence levels. 
Nonetheless, if all project risk management were to 
improve through these very simple means, by a very 
small margin, say 1%, the benefits for business and 
society would be tremendous.  

For researchers relying on the PSPRM framework as 
a guide, defining risk as a function of uncertainty 
nullifies the manifest difference between objectively 
determined and subjectively determined estimates of 
probability and impact, and may lead to numerous 
definitions of risk [28]. Furthermore, an important 
implication of this discussion for researchers is that 
all subjective estimates of probability and impact are 
not created equal, but the confidence in the 
information upon which we predicate subjective 
estimates, is a readily identifiable factor, allowing us 
to differentiate between your subjective estimate and 
mine. Said another way, all subjective estimates of 
future events are not equally good, since our 
estimates are subject to a different quality and 
quantity of input information in each case. This 
leaves us in a situation with risk, which is 
approaching full information (since there's no such 
thing as perfect information or true certainty), and a 
range of differing uncertainties based upon relative 
information quality. In this sense, project risk 
management is really about the management of risk, 
uncertainty, and information confidence. Although 
others in the project risk literature have mentioned 
uncertainty management [1]10 as far as this researcher 
is aware, none have outlined that project risk 
management may really be about the management of 
risk, uncertainty, and information confidence. This 
would seem to indicate that project risk research has 
nuance to discover and new avenues to falsify.  

In the next section, we’ll discuss another area where 
the PSPRM might be improved, with further 
examples of the potential bearing on practice and 
research.  

4.2 Absence of Cognitive Uncertainty 

We can see that the concepts of Cognitive uncertainty 
are not explicitly incorporated into the PSPRM 
framework (see Figure #2). This fact is somewhat 

approaches risk management from the perspective of the project 
life cycle, and they do not focus on any specific risk management 
framework or any specific stages found in risk management
frameworks. Nonetheless, they do conclude that viewing project 
risk management as project uncertainty management is desirable.  
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surprising given the prominence of the foundational 
work from Kahneman and Tversky [19, 21], which 
has spawned a new field of Economics known as 
Behavioral Economics [29, 30], and the fact that 
Daniel Kahneman has won the Nobel prize for his 
work in this area [31].  

However, there are several hurdles that can explain 
this gap. First, the chasm between research and 
standards is wide and deep [32]. Second, the general 
tendency of standards to deal with more explicit than 
tacit knowledge practices [33]. Incorporating 
Cognitive uncertainty concepts may stray more into 
the realm of reflective practice than is comfortable 
for a practice standard.  Nonetheless, this gap in the 
PSPRM has potentially important implications for 
project risk management, and so we’ll discuss the 
findings of March and Shapira [17, 18] in light of the 
PSPRM framework reviewed here.  

First, March and Shapira [17] point out that 
probability estimates are treated as unreliable by 
managers, are subject to post-decision control and 
revision, and considerations of trade-offs are framed 
by attention factors that considerably affect action. 
This particular finding may have a major bearing on 
project risk management, especially considering that 
trade-offs between time, cost, and scope are thought 
to be very common for Project Managers [34, 35].  
Furthermore, this finding highlights that a frame of 
attention for project trade-offs is set very early on in 
the project, by the risk identification and risk 
prioritization activities. Therein, it is likely useful for 
the project manager to be cognizant that an initial 
frame has been set early in the project, and that said 
frame will bias their ensuing risk monitoring.  

Further, in terms of project risk research, previous 
research [5] suggests that a software development 
impact statement (SoDIS) has been effectively 
implemented on multiple continents. It may very well 
be that the efficacy of this tool, as an expanded and 
ongoing form of risk analysis, lies in the fact that it  
serves to re-frame attention factors as the project 
progresses, thus affecting the actions taken in project 
trade-offs.  

Second, March and Shapira [18] illustrate that 
individual risk preferences vary through time 
according to five specific focus-of-attention factors; 
risk taking and danger, risk taking and slack, risk 
taking in the neighborhood of an aspiration level, risk 
taking and the assimilation of resources, and risk 
taking and self-confidence [18]. Since every project 
involves individuals making decisions in some 
capacity, and most specifically the decisions taken by 

a project manager, these shifting and variable factors 
are likely to be very important to the decisions being 
made in the name of the project over time. It may be 
that attention factors, such as risk taking and danger 
(where greater risk is taken when closer to failure) 
may at least partially explain the well-documented 
escalation of commitment [36], and the large budget 
and schedule overruns in many projects [37, 38]. In 
these contexts, it may be that project managers take 
greater risks as a project begins to show signs of 
failure, in an effort to escape survival threats [18]. 
Overall, the PSPRM and project researchers could 
benefit from an explicit consideration of how 
attention-factors and aspiration-level reference points 
frame the decisions being made in project risk 
management.  

In general, these Cognitive factors are fairly subtle, 
but very powerful, because they influence pretty 
much every aspect of knowledge work by 
individuals. And thus for the PSPRM to ignore that 
such powerful human forces are at play, and to 
further ignore what the Cognitive uncertainty 
research has already learned about these forces, is a 
huge disservice to projects, and especially for new 
project managers.  

However, it’s important to note that projects are not 
the only culprit in this regard.  Many of the same 
errors and omissions exist in the ISO 31000 [10]
standard for organizational risk management, and in 
the recently developed ISO 21500 [39] standard for 
project management. In many ways (for example the 
risk register) the PSPRM is the most advanced 
treatment of risk that exists in the business world, but 
that does not mean that it cannot continue to improve.  

For researchers, it may be that it is useful to consider 
these subtle but powerful Cognitive factors as an 
antecedent condition of project risk research, 
especially when investigating individual-level/project 
manager-level research [40].   

5. Limitations and Future Research 

This work has two major limitations that need to be 
acknowledged. The first applies to the use of the 
organizational risk literature in this work, and the 
second applies to the IS-focus of this outlet.
In terms of the first limitation, the risk literature used 
in this work is very far from comprehensive, and 
indeed it was purposely selective to focus on works 
that are recognized as foundational works in the field 
[7, 8, 9]. Although many more works in the 
organizational risk literature were reviewed by the 
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researcher than are mentioned here, as the literature 
review process ensued it was observed that the 
apparent gaps in the PSPRM were tied directly to an 
under-appreciation of, or fundamental 
misunderstanding of these important works, and so 
the review was limited to said works to illustrate 
these important gaps. Given that the PSPRM as a 
document is an objective form of data, the logic was 
that the fundamental or foundational issues in the 
guide could be readily verified by anyone with an 
interest (by looking at the literature referenced and 
the PSPRM guide itself), and further that these gaps 
should be corrected prior to moving onto more 
specific issues flowing from these foundations. It is 
hoped that the limited review provides a useful 
starting point in this regard, while at the same time 
illustrating existence proofs [41] of the 
argumentation. Further, it is hoped that the starting 
point provided here endows a useful platform for 
future research seeking to integrate other areas of 
organizational risk knowledge that are already well-
established, into the IS risk literature, including such 
topics as risk communications and risk migration [23,
42].  

In respect to the second limitation, the focus is solely 
on the PSPRM in relation to the organizational risk 
literature. Given that a PSPRM does not exist that 
focuses only on IS Projects, and that the PMBOK and 
its accompanying materials are used to train and 
credential IS project managers too, the focus, and the 
resulting analysis  is of salient and material concern 
to the IS field. Although there is a body of literature 
distinguishing IS projects (or IT-Enabled change 
projects11)  from other types of projects, and which 
underscores that IS projects are unique in respect to 
other projects  -in that IS projects consist solely of 
‘knowledge workers’ [43] and are chiefly concerned 
with IS artefact development and/or implementation-
the fact remains that all project managers trained 
through the PMI use only the PSPRM as their 
guiding source for risk management credentialing 
and training.  

Furthermore, despite the fact that there is a relatively 
well-established body of literature on IS project and 
software development risk [4, 44, 5, 28, 45, 40, 46] 
new research in this area must also consider the 
fundamental analysis that is put forward here to 
insure the continuing rigor and relevance of their 
investigations, and we can look forward to future 
research that investigates risk, uncertainty and 
information confidence management in projects, 

                                                           
11Hereafter referred to as IT Projects, IT-Enabled change or 
transformation projects are those projects concerned with the “one-

Ellsbergian ambiguity in projects, and the potential 
efficacy of the probability/impact/confidence matrix 
on IS projects and IS project outcomes. 

More generally, it should also be noted that in the 
statistics research there are different perspectives on 
probability itself, including the frequentist and 
Fisherian schools [50], and objective and subjective 
Bayesian approaches [50, 51, 52], which can be 
applied differently by project managers and 
researchers to tackle some of the opportunities 
presented in this analysis.  

6. Conclusion 

This work has sought to investigate whether the 
Practice Standard for Project Risk Management 
faithfully incorporates the existing concepts of the 
organizational risk literature.  To answer this query, 
the work has looked at the history of economic risk 
thought, with a focus on the foundational risk 
literature in the field of organizational theory. In 
doing so, this work has provided a foundational 
review of the organizational risk literature and has 
applied the results of this review to the PSPRM.  In 
short, this work finds support for the notion that the 
PSPRM is lacking important and well-established 
risk concepts in its present conception, and is 
simultaneously misusing other fundamental concepts. 
This overall finding is supported by the following 
specific details:   

a) The PSPRM does not distinguish 
between the two types of events that 
can impact a project - Risk and 
Uncertainty. 

b) The PSPRM does not include the idea 
that confidence levels should be 
applied to the subjective estimates of 
impact and probability. It is suggested
that the PMI add a “Confidence” 
dimension to the Probability and 
Impact Matrix.  

c) The PSPRM does not explicitly 
incorporate findings from the 
Cognitive uncertainty literature into the 
process flow diagram, or any of the 
individual stages described in the 
PSPRM. It is suggested that a start 
could be made in this direction by 
adding a section to Chapter #9 of the 

off” development and or implementation of IS applications within 
or between organizations. See [47] for further detail. 
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PSPRM guide (Stage #6 in Figure #2), 
entitled “Cognitive Uncertainty”, and 
that said section could perhaps begin 
with something similar to the 
following:  

“The risk preferences and risk-taking 
behaviors of individuals vary throughout 
the course of the project. In regard to 
risk and uncertainty monitoring and 
control, it is important that you are aware 
that these varying preferences and 
behaviors exist, and are shaped by the 
following five focus-of-attention 
factors…” 

Overall, it is particularly important for the 
practitioner community to become aware of the 
existing gaps in the PSPRM. Seeing that the PSPRM 
is the major risk management tool, and the major 
learning resource for risk management in projects, 
many practicing project managers may be 
continuously affected by these conceptual 
shortcomings.  

To combat this situation, the PMI could create and 
deliver special workshops/training/talks on the 
subject, perhaps at PMI chapters around the world. 
Once awareness of these factors spreads within the 
PMI community, best practices will likely emerge to 
combat specific Cognitive uncertainty situations. It's 
likely that some of these already exist, but that they 
are not widely disseminated [5].

Although project risk management is already a 
difficult task due to the unique characteristics and 
constraints of projects, some projects will 
immediately benefit from a consideration of the gaps 
pointed out here. For example, those working within 
a PMO environment, should (or at least could) have 
“better” information already available [for example 
from the “lessons learned” of past projects or past 
risk registers etc.) than those in non-program 
environments, which should serve to improve their 
subjective estimates of uncertainty situations once 
they become aware of the situation.  

Furthermore, implementing some of the suggestions 
discussed here can allow project managers to make 
more nuanced distinctions of which uncertainties 
they should allocate their limited attention to. So, the 
uncertainty discussion gives them a tool to better 
allocate their scarce attention, whereas the cognitive 
components of this discussion are likely to alert them 
to avoidable “framing” factors that they were likely 
not previously aware of. 

This work has not exhaustively drawn out every 
implication for projects resulting from the gaps in the 
PSPRM treatment of risk and risk management. What 
has been attempted is to illustrate that there is space 
for the PSPRM to be potentially improved in its 
treatment of risk, and that doing so is likely to have 
some benefits for all projects. It’s likely that once the 
smart and savvy individuals at PMI become fully 
aware of the gaps in their framework, they will very 
readily generate other specific alterations to the 
PSPRM, which will be effective for project risk and 
uncertainty management.   

For the research community, many of whom base 
their investigations on specific components of the 
PSPRM framework, knowledge of the gaps outlined 
here is similarly important. As we have seen in this 
work, the analysis has drawn-out new and exciting 
avenues for research, and we look forward to future 
research that explicitly turns its attention to the 
investigation of Ellsbergian ambiguity in the project 
risk domain. Further, future researchers are invited to 
investigate objective and subjective estimates of 
probability and impact separately, and in light of the 
confidence factors of these estimates predicated on 
information quality. And finally, future project risk 
researchers are invited to consider the Cognitive 
uncertainty factors outlined here as an antecedent 
condition of research investigating individual-
level/project manager-level risk research. 
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