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Abstract—Knowledge graphs (KGs) on COVID-19 have been
constructed to accelerate the research process of COVID-19.
However, KGs are always incomplete, especially the new con-
structed COVID-19 KGs. Link prediction task aims to predict
missing entities for (e, r, t) or (h, r, e), where h and t are certain
entities, e is an entity that needs to be predicted and r is a
relation. This task also has the potential to solve COVID-19
related KGs’ incomplete problem. Although various knowledge
graph embedding (KGE) approaches have been proposed to
the link prediction task, these existing methods suffer from the
limitation of using a single scoring function, which fails to capture
rich features of COVID-19 KGs. In this work, we propose the
MDistMult model that leverages multiple scoring functions to
extract more features from existing triples. We employ experi-
ments on the CCKS2020 COVID-19 Antiviral Drugs Knowledge
Graph (CADKG). The experimental results demonstrate that
our MDistMult achieves state-of-the-art performance in link
prediction task on the CADKG dataset.

Index Terms—Natural Language Processing, Knowledge Graph,
Link Prediction, COVID-19

I. INTRODUCTION

COVID-19 is an unpredictable disaster for the whole world.
Due to this virus, many people died and fell into poverty,
while the communication and trade among countries were
blocked. COVID-19 also brought a huge amount of challenges
for the world, such as how to explore the structure of the virus
and how to design new antiviral drugs. Nowadays, researchers
focus on these problems by using machine learning and deep

∗ Jin Liu is corresponding author.

learning techniques. In computing and natural language pro-
cessing (NLP) [1] areas, researchers proposed unique methods
that using the text content from COVID-19 research papers
to push on the process of overcoming difficulties made by
COVID-19 [2].

Knowledge graph collects great attention from both industry
and academia for its strong ability to store data with structured
triples, which provide a huge aid for data mining and some
inference tasks. Some researchers builds COVID-19 related
knowledge graphs [3] [4] with the hope that it can help mining
information for the whole of humanity to weather the storm.
For instance, some open knowledge graph resource: Kaggle
[5], OpenKG1, collected COVID-19 related information over
400,000 scholarly articles, including over 150,000 papers
with full text, SARS-CoV-2, and related coronaviruses. Link
prediction is a common NLP task that it needs to predict
entities or relations for an incomplete triple ((h, r, ?) or (?, r, t)
or (h, ?, t)) with plenty of existing triples in the knowledge
graph. In the fight against the COVID-19, link prediction can
show its value on predicting COVID-19 related things, such
as patients trajectory, antiviral drugs, etc. In this work, we use
the CCKS2020 COVID-19 Antiviral Drugs Knowledge Graph
Dataset (CADKG)2as COVID-19 dataset to predict COVID-19
related viruses, proteins and drugs.

Knowledge graph embedding (KGE) models as common-

1http://openkg.cn/dataset/covid-19
2https://www.biendata.xyz/competition/ccks 2020 7 3
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sense methods to complete the link prediction task. In our
investigation, KGE models have high performance on some
open datasets (e.g. FB15K [6], FB15K-237 [7]). However,
low performance in some domain areas is often observed
(e.g. TransE achieved the 0.72 MRR on FB15K but has only
a 0.14 MRR on CADKG). In the past few decades, many
researchers do plenty of great jobs on link prediction task.
Translation-based embedding (TransE [6]) method projects
entities and relations as low dimension vectors, and TransH
el [8] [9] improved the TransE scoring function to get better
performance. Nevertheless, these translation-based model can’t
get rid of the inherent limitation [10]. Other KGE methods try
to promote performance on other parts. Some researchers [11]
paid their attention to changing loss functions to overcome
part of the inherent limitation of TransE. Apart from that,
RotatE [12] and TorusE [13] used lots of negative samplings
and set big embedding dimension (d=10000) respectively to
improve performance. We measure these above KGE methods,
but they all have low-performance phenomena on CADKG. In
this work, we pay more attention to improving the amount and
types of scoring function, which largely determines the final
results on link prediction task. In the past, researchers wanted
to use or verify a single scoring function to achieve better
results, and it made the model easy to train and could easily
apply on large scale datasets. By comparing parameters and
results of these models, we find the models can reach better
performance when they extract more features on datasets like
CADKG. Deploying more scoring functions is the direct way
to extract more features, which is worth considering carefully.

In this study, following the above ideas, we propose a new
multiple scoring functions model, which called MDistMult
(multiple DistMult joint model) model. MDistMult has multi-
ple DistMult scoring functions and can overcome the dilemma
that single models met. For a single DistMult model, it just
has one relation matrix, but the MDistMult model has multiple
relation matrices and the amount of matrices is equal to the
number of the DistMult models. On the one hand, MDistMult
can extract more features between entities in triple (h, r, t)
through multiple scoring functions. On the other hand, it can
overcome the existed symmetry problem in the single DistMult
model, which is defined and complained in section III. We
compare our proposed model with common KGE methods.
The experimental results show that our method achieves state-
of-the-art performance. Compared with other models, the
dimension change experiment shows that when the embedding
dimension increased, our model can reach better performance.
This means that our model can extract more features from
our unique design. The main contribution of this work can be
summarized as follows:

• We propose a new multiple scoring functions model
named MDistMult for link prediction on the antiviral
drug knowledge graph. By designing multiple scoring
functions, MDistMult not only extracts more features of
existing triples but also solve the symmetry problem at

the same time.
• Experimental results show that our model achieves state-

of-the-art results on CCKS 2020 antiviral drugs knowl-
edge graph (CADKG) dataset in the link prediction task.
Further exploration on the effect of dimension change
also illustrates that our model can extract more features
on triples when the dimension increases.

II. RELATED WORK

Link prediction aims at predicting the loss entities in a triple
(h, r, ?) or (?, r, t) where h, t, r are the head entity, the
tail entity and the relation respectively. Currently main KGE
methods focus on predicting the missed entities. The main-
stream research KGE methods learn the entities and relations
in triples as low-dimension embedding vectors, then use the
designed scoring function or model to calculate the confidence
or probability of incomplete triples and predict the missed
entities. KGE methods can be summarized as four types, which
can be called ’single model’ in our work, including Translation
Models, Bilinear Methods, Neural Network Methods and
Rotation Models. We describe these models details as follows:

• Translation Models: Translation models view the triples
as a translation mechanism: the head entity translates to
the tail entity by the relation. The most classic method
is TransE [6],in which the scoring function is simple as
h + r = t for every positive triple. While researchers find
the methods can’t predict the 1-n, n-1 and n-n relation.
Then the TransH [8] was proposed, the TransH made
the head entity and tail entity project to hyperplane for
predicting n-n relation. Furthermore, in order to consider
the different attributes that different relations focus on,
the TransR [9] put the entities embedding and relations
embedding on different spaces.

• Bilinear Methods: Bilinear methods calculate the con-
fidence in vector space between entities and relations.
Including RESCAL [14], DistMult [15], ComplEx [16]
and etc. The scoring function of RESCAL is htMrt,
it sets a non-singular matrix for relation, and plenty of
matrix operations to make deeper interaction between
entities and relations. But it can reach over-fitting easily,
meanwhile, the complexity of it is so high that hard to
apply on large scale knowledge graphs. To figure out the
problem of RESCAL, DistMult relaxes the restrictions
for the relation matrix and changes it to a diagonal
matrix. The scoring function of DistMult is hT diag(r)t.
It is clear that the matrix operation becomes easier so
DistMult can be applied on large scale KG. However, the
property of the diagonal matrix means that DistMult will
regard each relation as a symmetric one in KG. ComplEx
expands the DistMult method on complex space and
can predict symmetric relation and asymmetric relations
concurrently. The thought of using complex spaces also
provides huge help on later link prediction methods.

• Neural Network Methods: Neural network methods
utilise various neural network structures to obtain the



interactive information between entities and relations in
positive triples. ConvE [17] merges the head embedding
and the relation embedding to a new 2-dimension tensor,
then gets the mutual information from the convolution
filter and full-connection layer, finally having matrix
calculate with the entity matrix and using Softmax to
calculate the confidence of the input triple. CapsE [18]
exploits capsule neural network to compute the confi-
dence of positive triples. However, neural network models
have a remarkable problem: these models lack convinced
explanations for their great performance.

• Rotation Models: Rotation models regard the relation
as a rotation process between entities. The most repre-
sentative model is RotatE [12]. RotatE holds the opinion
that amount of types of relations existed in KGs, such
as symmetry, anti-symmetry, inversion and composition.
RotatE proposes to model on the two-dimensional com-
plex plane space to figure out these relations and treat
the relationship as a rotation between head and tail.
QuatE [19] further extends rotation to three-dimensional
complex planes and exploits quaternions to realize the
rotation operation which avoids the deadlock in the Euler
angle as well.

We notice that Translation Models, Bilinear Methods and
Rotation Models simply use single scoring function to train
knowledge graph embedding, but these designed functions
limit the models’ ability to extract more features, which
can eventually enhance the performance. Although Neural
Network Methods exploit the properties of CNN to mining
as more features as possible, they still suffer from the defect
of lack of interpretability which other three methods have.
To solve these two problems, we design MDistMult which
can extract more features with interpretability to solve both
problems.

III. METHODOLOGY

In this section, we firstly define the link prediction task,
positive triples and negative triples, then introduce the single
DistMult model, finally describes the MDistMult model and
how to build it. Meanwhile, we depict the whole scoring
function and the designed loss function. We also give the proof
that it can overcome the symmetric prediction problem made
by the single DistMult model.

A. Task Definition

The goal of the link prediction task is to find the true entity that
the triple as (h, r, ?) or (?, r, t) missed. Some mathematical
definitions related to the task are given as follows:

• For a given knowledge graph named KG, a triple t =
(ei, rm, ej), ei, ej ∈ E, rm ∈ R, t ∈ T in KG, called a
positive triple. The E and R are entities’ set and relations’
set respectively, and the T is a set of positive triples. The
set of negative is t

′
= (eq, r, em), eq, em ∈ E, r ∈ R, and

t
′
/∈ T , the triple t

′
is defined as a negative triple, and

we define the set of negative triples as T
′
. In the end, we

can define the goal of link prediction task is to find the
true e0, which is unknown in the triple (e0, r, ei), ei ∈ E
or the triple (ei, r, e0), ei ∈ E.

B. DistMult Model

Figure 1 visualizes the DistMult model structure, it consists
of four parts: entity representations, relation representations,
scoring function and loss function. We show the details of
these four parts as follows:

• Entity Representation: Denote by xe1 and xe2 the input
vectors for entity e1 and e2 respectively. The learned
entity representations, ye1 and ye2 can be written as:

ye1 = f(Wxe1),ye2 = f(Wxe2) (1)

where f can be a linear or non-linear function, and W
is a projection parameter matrix, which can be randomly
initialized or initialized by using pre-trained matrix.

• Relation Representation: The relation representation is
a diagonal matrix:

diag(r1, r2, ..., rn) (2)

where diag() means a diagonal matrix, ri means the
parameters of relation representation, which abbreviated
as diag(r) and can be randomly initial, the amount of
parameters in diag(r) is equal to the length of ye1 .

• Scoring function: The scoring function f of DistMult
model is as follow:

fr(h, t) = S(e1,r,e2) = ye1

Tdiag(r)ye2 (3)

where the ye1 and ye2 are head entity and tail entity
respectively, which have been mentioned above.

• Loss Function: Give a positive triple t = (e1, r, e2), t ∈
T , we can replace either the e1 or the e2 to get a negative
triple t

′
= (e

′

1, r, e2), t
′ ∈ T

′
or t

′
= (e1, r, e

′

2), t
′ ∈

T
′
. Denote the scoring function for triple t = (e1, r, e2)

as S(e1,r,e2). The training objective is to minimize the
margin-based ranking loss:

L (Ω) =
∑

(e1,r,e2)

∑
(e

′
1,r,e

′
2)

max{S(e
′
1,r,e

′
2)
−

S(e1,r,e2) + 1, 0}
(4)

where 1 means the margin which was set in [15] and
0 means dropping out the negative number, and this
operation can make the training process shorter.

C. MDistMult

We propose the MDistMult model that improves from the Dist-
Mult model as a multiple scoring functions model, which has
multiple DistMult’s scoring functions. To design the ’Mmodel’
which has multiple scoring functions, we need to figure out
three important problems: firstly, each ’single model’ within
the ’Mmodel’ must have different parameters, secondly, the
‘Mmodel’ must overcome the disadvantages of original ’single
model’, thirdly, the joint method is important too, we must
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Fig. 1. DistMult model structure. The bold h,r,t are embedding for head entities, relations and tail entities respectively. r is a Diagonal matrix, which is
shown in the upper diagram’s right part. fr(h, t) is the scoring function of DistMult model, and it can also be written as S(h,r,t). The result of the scoring
function means the confidence of the calculated triple.
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Fig. 2. MDistMult model structure. For the hi, ti, ri, circles of different colors represent different embedding. The yellow circles mean the shared tail entities
in the whole MDistMult model. The circles with diverse colors as fi(h, r, t) have different parameters in scoring functions. The fall(h, r, t) adds all the
scoring functions of single DistMult modules in MDistMult model. All the scoring functions are used in our proposed model, so we call it MDistMult model.

design proper loss function to train the ’Mmodel’, and the loss
functions should be designed for each ’single model’ and the
whole model. Following the principle of solving these three
problems, previous models mainly have two problems:

• Too Many Parameters: Some models have great perfor-
mance, but the parameters of them are too many, which
make it so hard to expand that be a candidate single
model. e.g. Neural network models, RESCAL.

• Hard to Joint: Translation models have simple scoring
functions and are easy to explain, which made them easy
to understand. However, when multiple single translation
models are bound together. We can ensure that each of its

trains is well, which means that it has a local optimum,
but it’s hard for us to design the whole loss function
to ensure it has a global optimum. The rotation models
have the same problem. What’s more, with the increase
of the number of models, the amount of calculation is
also increased.

To solve the above two problems, we need to find a simple
model as a module of our proposed models, and the module
should have two properties:

• Limited Parameters. This means the whole designed
model’s parameters linearly increase when the number
of chosen modules rises. In addition, the number of



parameters of the module should as small as possible.
• Easy to Joint. The chosen module can provide a shared

part and preserve the independent part at the same time.
This means each module in designed model can share
a part of parameters and have another part of different
parameters with other modules.

By comparing all the current KGE models, we finally find the
DistMult is the most appropriate one.

The space complexity of DistMult model is O(N(m + n)),
in which N is the setting dimension, while m and n are
the number of entities and relations respectively. Besides, the
DistMult model’s calculation is simple and easy to combine.
Now we just need to solve the symmetry problem caused by
the diagonal matrix, which is defined as follow:

• Symmetry Problem: For triples in DistMult model sat-
isfy the following equation:

hTdiag(r)t = tTdiag(r)h (5)

In this situation, we call the relation is ’symmetry’. Never-
theless, the DistMult model acquiesces that every relation in
KGs is self-symmetrical, which is quite different from the true
situation.

To solve this problem, we share the tail entity embedding
for each single DistMult model as Figure 2 shows. For every
single DistMult, the scoring function is as follow:

fi(h, r, t) = hT diag(ri)ts, i = 0, 1, 2, ..., n (6)

where i = 1, 2, 3, ..., N , denotes the ith model. n denotes the
number of DistMult models, and ts is the shared tail entity
embedding for all DistMult models. ri means the parameters
in the diagonal matrix of the i− th DistMult model.

By sharing the tail entity embedding of every single DistMult
model, the symmetry problem can be solved and the shared tail
embedding can be the shared part in each DistMult module.
the proof is as follows:

• Proof. for a triple (h, r, t) that input to the MDistMult,
we have the scoring function:

S = h1diag(r1)t1 + ...+ hndiag(rn)t1 (7)

If the head and tail swap positions, we have the scoring
function:

S
′

= t1diag(r1)h1 + ...+ tndiag(rn)h1 (8)

Obviously:
S 6= S

′
(9)

We add all single DistMult model scoring function as fall:

fall(h, r, t) =

N∑
i

fi(h, r, t) (10)

Different from the original DistMult model loss function, we
use the softmax function to calculate the single DistMult
model loss:

Pi(t|h, r) =
exp(fi(h, r, t))∑
texp(fi(h, r, t))

(11)

lossi = −logPi(t|h, r) (12)

where Pi(t|h, r) is the probability of t
′

in i − th DistMult
model. In the triple (h,r,t

′
), the t

′
is the missed entity that need

to be predicted. Furthermore, we construct the inverted triples
(t, r reverse, h) for each triple in KG. We will introduce the
details in Section 4.2. The whole MDistMult model scoring
function for the same triple (h,r,t

′
) has a similar loss function

lossall:

lossall = −logPall(t|h, r) (13)

Considering the function of each single DistMult model scor-
ing function and the overall scoring function in the MDistMult
model, we combine both lossi and lossall. The loss function
of the MDistMult model is designed as follow eventually:

Loss = lossall +
∑
i

lossi (14)

In this way, our MDistMult model can be trained to obtain
the overall optimal performance of multiple DistMult joint
models.

IV. EXPERIMENTS AND EVALUATION

In this section, we evaluate our proposed MDistMult model on
CCKS 2020 dataset and compared its performance with some
baseline models. The results show that our MDistMult model
has the best performance over all the other single models.

A. Dataset

We ran our experiment on CCKS 2020 COVID-19 Antiviral
Drug Knowledge Graph (CADKG). The dataset of antiviral
drugs includes four entities: drug, virus, viral protein and
drug-protein, and four relations: effect, product, binding and
interaction. The whole dataset includes 7844 entities, and we
divide it into three parts: 36000 triples in the training set,
4000 triples in the valid set and 4256 triples in the test set.
The details are shown in Table I.

TABLE I
ANTIVIRAL DRUG KNOWLEDGE GRAPH DATASET

Train set Valid set Test set
Entities 7844

Relations 4
Triples 36000 4000 4562



B. Baselines

We compare our MDistMult model with multiple state-of-
the-art KG embedding methods which mainly can be di-
vided into four types as follows: Translation Models: TransE,
TransR, TransH, TransD [20]. Bilinear Methods: DistMult,
ComplEx, SimplE [21], TuckER [22]. Neural Network Model:
ConvE.Rotation models: RotatE, QuatE. We report the results
of these models on all evaluation metrics. The details are
displayed in table II.In addition, we explore the embedding
effect on DistMult, RotatE and our MDistMult model, which
is illustrated in figure 3.

C. Data Augmentation

Different from the usual experiment datasets for link pre-
diction, such as FB15K [6], WN18RR [7], the amount of
data in the CADKG is small comparatively. In order to
get better model’s performance and make the model better
reflect the scoring function it designed. We designed the data
augmentation method: for each triple (h, r, t) in CADKG,
we introduce inverted triple as (t, r reverse, h). In this case,
when we need to predict the triple (?, r, t), we can equally
predict the triple (t, r reverse, ?). Meanwhile, the amount of
data in CADKG has doubled. The relations in CADKG are all
unidirectional and are asymmetric. So the data augmentation
method has no impact on all models results, and it makes the
link prediction easily for all models.

D. Evaluation Metrics

We use all the common link prediction metrics. The evaluation
metrics include: Mean Rank (MR) (an average rank of an
answered entity overall test triplets ), Mean Reciprocal Rank
(MRR, an average of the reciprocal rank of an answered entity
overall test triplets), Hits at N (H@N). MRR is the main metric
that we analyse since MRR is a more robust measure than
mean rank, which would not change sharply when a single
bad ranking appears. Yankai Lin et al. [9] identified an issue
that if the test set triples which were predicted existed in train
set or valid set, it would appear at the top of the list, and
we call it as raw results. The raw results will hide the real
performance of the model in MRR since the top ranking has
a big influence on MRR. So we remove the prediction results
that appear in the train set or valid set, and we call this is filter
[23] [9]results. Our experiment results are all filter results.

E. Implementation

We implemented all the compared models as well as our
MDistMult model with the OpenKE [24] project. And the
parameters of these models are all well trained. So we can
just replace the data to get all these results with the OpenKE
project. For our proposed MDistMult model, the embedding
dimension we set was 2000, and we used the Adam as our
optimizer function and the learning rate was 0.0005. The
Dropout was used too, the value of it was 0.5. We also used the
L2 regularization, and the λ of it was 1e−5. The batch size we
set was 256. Considering the quantity and calculation of the
MDistMult model comprehensively, we evaluated the case of

the number of DistMult models N equal to 2,3,4 respectively.

TABLE II
EXPERIMENTAL RESULTS

MRR MR H@1 H@3 H@10
TransE 0.142 487.59 0.040 0.188 0.334
TransR 0.104 892 0.033 0.120 0.245
TransH 0.105 773.39 0.027 0.126 0.263
TransD 0.103 813.33 0.026 0.124 0.257
DistMult 0.090 1274.04 0.038 0.098 0.197
ComplEx 0.073 1658.56 0.027 0.066 0.172
SimplE 0.084 747.28 0.015 0.093 0.238
ConvE 0.180 758.17 0.102 0.201 0.340
QuatE 0.105 620.31 0.023 0.118 0.280
TuckER 0.096 627.00 0.045 0.098 0.193
RotatE 0.200 521.50 0.113 0.233 0.369
MDistMult(N=2) 0.243 459.17 0.150 0.275 0.429
MDistMult(N=3) 0.244 455.35 0.152 0.277 0.432
MDistMult(N=4) 0.244 458.88 0.150 0.278 0.430

F. Experiment Results

Table II shows the results of our experiments. It can be
viewed that our proposed MDistMult model reach the best
performance on all evaluation metrics no matter what N is.
The MRR achieves 24.4%, the MR achieves 455.35, and H@1,
H@3, H@10 are 0.152, 0.278, 0.432 respectively. Besides,
our model had a huge improvement in all indicators even
compared with the best performance model RotatE in the
baseline. More importantly, we can find that the RotatE MRR
is better than TransE, and exceed a lot, but the MR of RotatE
is smaller than TransE. This means that the RotatE have
good prediction results on top10 ranking, while on the whole
CADKG, the TransE made a better prediction. MDistMult
model doesn’t have this problem, it has good performance on
both the top 10 ranking predictions and the whole CADKG
ranking prediction. This shows that our model has a balanced
performance on the whole link prediction task.
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Fig. 3. We show the change of MRR when the dimension of entity or relation
increases. We can see a stable increasing trend of our proposed MDistMult
model. Nevertheless, the MRR of RotatE and DistMult nearly stand at the
same level when the dimension is over 500.
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Fig. 4. More results on different metrics. The bar charts above illustrate that
MDistMult has a steady increase on all metrics, while the other two models
cannot increase when the dimension is big enough.

For the MDistMult model, Table II also shows that the perfor-
mance is improved markedly when the amount of DistMult
is up to 2, which also shows that the MDistMult model
outperforms the RotatE model. When the number of DistMult
modules in the MDitMult model increases, the performance
can still have a significant improvement (when N = 3,
MR decreases around 4 points and H@1 increases 0.2%),
which can be explained both for MDistMult’s advantages
of overcoming the symmetry problem and extracting more
features from the triples. The bold data above illustrate that our
model achieves state-of-the-art performance compared with
current KGE methods.

We further explore the impact of embedding changes on
different models, which is shown in figure 3, and the N is set
to be 4. The MRR of our proposed MDistMult is the largest
no matter what dimension is at any point from 100 to 4000.
At the same time, The MRR of ours soars sharply when the
dimension changes from 500 to 1000, and then it increases
smoothly. While the figures of RotatE and DistMult drop when
the dimension is over 2000 and 1000 respectively. This means
that our proposed model can extract more features due to the
multiple scoring function design (By comparing MDistMult
and RotatE and comparing MDistMult and DistMult respec-
tively). And the dimension change experiment also shows
the probability to achieve better performance by increasing
the dimension when we employ a multiple scoring functions
model.

At the same time, we explore the influence of dimension on
more metrics of the DistMult, RotatE and MDistMult, which
can be seen in figure 4. Our MDistMult model rises when
the dimension is increased. And the MRR of our model is

nearly three times than that of DistMult and this phenomenon
can also be seen in 4(b), 4(c), 4(d). This is strong support
for our design which aims to solve the Symmetry Problem
which is described in section III. Apart from that, the RotatE
model can obtain good performance just like our proposed
model. However, it is clear that as the dimension increased,
the gap between the RotatE and MDistMult is widening. We
explain this phenomenon as the result that not only our model’s
climbing but also the RotatE’s decrease when the dimension
constantly increase. And this also proves that the design of
multiple scoring functions can truly extract more features of
triples to gain more information of knowledge graph and get
better results.

Another interesting thing we can learn from the little change
of DistMult is that the symmetry problem has been a big
limitation for DistMult. When we look into the table II, we
find the Translation based models have the same bad results,
so the symmetry problem may be worse in some knowledge
graphs of domain fields. The imbalanced distribution and the
relation which is rarely Symmetrical in domain knowledge
graphs may be the main reasons for the bad results. We know
that the advantage of sampling makes RotatE reach powerful
performance, which can be understood by the sharp increase
of RotatE on all metrics when the dimension rises from 100 to
500. Compared with RotatE, our designed MDistMult doesn’t
rely on the sampling process. The increased performance of
our model mainly depends on the design of multiple scoring
functions. In addition, the dropped results of RotatE also
mean that when the dimension is huge enough, the RotatE
cannot extract more features from the triples and the sampling
methods don’t matter anymore.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed a new multiple scoring functions
model named MDistMult, and it outperforms all the previous
link prediction methods and has state-of-the-art results on the
COVID-19 related dataset. In the future, we want to do more
research on MDistMult and other multiple scoring functions
models in several ways including 1-exploring the performance
of MDistMult on more domain datasets, 2-attempting to build
multiple scoring functions models for other single scoring
function models on the link prediction task, 3- fusing different
single scoring function models into multiple scoring functions
models to get better performance.
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