Event Sewicesfor High Performance Computing

Greg Eisenhauer

Fabian E. Bustamante

KarstenSchwan

Collegeof Computing
Geogialnstituteof Technology
Atlanta,Geogia30332,USA
{eisen,fabianb,schwi@cc.gatech.edu

Abstract

The Internet and the Grid are changing the face of
high performancecomputing Ratherthan tightly-coupled
SPMD-stylecomponentgunning in a single cluster on
a parallel madine, or even on the Internet programmed
in MPI, applicationsare evolving into setsof collaborat-
ing elementsscatteed across diverse computationalele-
ments. Thesecollaborating componentsnay run on dif-
ferent opemting systemsnd hardware platformsand may
bewritten by differentorganizationsn differentlanguages.
Complete“applications” are constructedby assembling
thesecomponentsn a plug-and-playfashion. This new
vision for high performancecomputingdemandseatuies
and characteristicsnot easily providedby traditional high-
performancecommunicationsniddlevare. In responsdo
theseneedswe havedevelopedECho,a high-performance
event-deliverymiddlevare that meetsthe new demandf
theGrid ervironment.EChoprovideseficientbinary trans-
missionof event data with unique featues that support
data-typediscoveryand enterprise-scalapplication evo-
lution. We presentmeasuementdetailing ECho’'s perfor
manceto showthat ECho significantly outperformsother
systemsntendedto providethis functionalityand provides
throughputand latency compagble to the most eficient
middlevare infrastructuesavailable

1. Intr oduction

Wide areadistributedcomputinghasbeena strongfo-
cusof researchn high performancecomputing. This has
resultedn the developmentof softwareinfrastructuredike
PVM, MPI, andGlohus,andin the creationof the National
MachineRoomandthe Grid by DOE andNCSA/Alliance
researchers.Increasingly researchfocus in this domain
hasturnedtowardscomponentarchitectureg1] which fa-
cilitate the developmentof complex applicationsby allow-
ing the creationof genericreusablecomponentsand by

easingindependentomponentevelopment. Someof the
earliestrequirementgor componentarchitecturesn high-
performanceomputingwerederived from systemghat at-
tach scientificvisualizationsto running computationsput
continuingresearcthasgeneralizeguchmodelsto include
theability to flexibly link generapurposecomputationaél-
ementsaaswell [18, 19, 1]. Component-basesbftwarede-
velopmenthasbeenproposedy the softwareengineering
communityover thelastdecadd20, 23] andits advantages
have beenwidely recognizedn industry resultingin the
developmenbf systemsuchasEnterpriselava Beans Mi-
crosoft's ComponenObjectModel andits distributed ex-
tension(DCOM), and the developing specificationof the
CORBA ComponenModel (CCM)in OMG'sCORBA ver
sion3.0.

A commontechniquefor integratingthe differentcom-
ponentsof a systemis event-basednvocation,alsoknown
as implicit or reactve invocation, which has historical
roots in systemsbasedon actors [12], daemons,and
packet-switchedetworks. Event-basedntegrationis at-
tractive asit strongly supportssoftwarereuseand facili-
tatessystemevolution [9, 8]. In bringing the benefitsof
component-basesoftwaredevelopmentto the domain of
high-performancecomputing,our work doesnot seekto
createa completecomponenframavork. Insteadwe have
concentratean providing the integration mechanismnthat
will allow the communityto obtainthe advantagef such
architecturesvhile maintaininghigh performance.

This paperdiscussesheresultsof our work, anefficient
event-basedniddlevare,ECho, throughwhich systemsof
distributed collaboratingcomponentscan be constructed.
Severalattributesof EChodistinguishit from relatedwork:

e High performance sharing of distributed data —
ECho transportsdistributed data with performance
similarto thatachievedby systemdike MPI. Thislevel
of performances requiredif the integration mecha-
nismis to supportthe normally large dataflows that
arepart of high performanceapplications.For a dis-



tributed visualization,for example, this level of per
formanceenablesend-usergo interactvia meaning-
ful datasetsgenerateatruntimeby thecomputational
modelsbeingemployed.

This paper demonstrate€£Cho's high performance
acrossheterogeneoubardwareplatforms, using net-
worked machinesresidentat Geogia Tech. In pre-
vious work, we have used ECho in Internet-wide
collaborations[1§} andwe have demonstrateds abil-
ity to represenboth the control and the data events
occurringin distributedcomputationalvorkbenches.

Dynamic data provision and consumption— ECho
supportsthe publish/subscribenodel of communica-
tion. Thusnew componentsan be introducedinto

an ECho-baseaystemsimply by registeringthemto

the right set of eventsin the system,without need
for re-compilationor re-linking. In addition,compo-
nentscould be dynamically replacedwithout affect-

ing other componentsn the system,facilitating sys-
temevolution. Event-basegbublish/subscribenodels,
like the one offered by ECho, have becomeincreas-
ingly popularandtheir utility within avarietyof other
ervironments, including Internet- and E-commerce
applications[2} extensiblesystems[3],collaboratie

systems[11]distributedvirtual reality[1§ andmobile

systems[27]hasbeenwell-established EChodiffers

from suchongoingor pastresearctin its efficient sup-
port for eventtransmissioracrossheterogeneousia-

chinesderivedfrom its ability to recognizeandtrans-
lateatruntime,userdefinedeventformats.While sys-
temslike InfoBus[17 and Schooner[1Bhave demon-
stratedthe utility of making type information avail-

ableto middleware, neither have attemptedo attain

thehigh performancechiezed by ECho.

Dynamic type extensionand reflection— Oneof the
major featuregdifferentiatingcomponent-baseabppli-
cationsfrom their tightly-coupledkin is the relative
lackof a priori knowledgeaboutdataflows. In orderto

be ableto “drop” a componentnto placein a system,
thecomponenimustbeableto discorerthecontentof

thedataflowsit is to operataipon.Eventhepartsof an
applicationthat were designedo work togetherface
difficulty maintaininga priori knowledgein a wide
areaGrid ervironment. As differentpiecesof an ap-
plicationarechangecr upgradedvertime it maybe
necessario modify their dataflows, invalidatingother
piecesthatrely on previous knowledgeand/orrequir

ing their simultaneousipgrade Becaus®f thesediffi-

culties,component-basesl/stemgypically provide an
integrationmechanisnthat offer somedegreeof type
extensionandreflection Thoseterms,borrovedfrom

object-orientedystemsexpresgheability totranspar

ently extend existing datatypeswhile preservingthe
validity of codeusingtheold type(typeextension)and
the ability for third partiesto discover the contentsof
andoperateupona datatype without a priori knowl-
edge(reflection). Oneof the mostimportantcontritu-
tionsof EChois thatit providesthesefeaturesvithout
compromisingperformanceas measurements this
paperwill demonstrate.

ECho-basedapplications can also interoperatewith
CORBA- or Java-basedcomponentslike those usedin
the Diesel Comhustion Collaboratoryor the Hydrology
workbench. Thus, end userscan continuingto employ
tools like the Java-basedVisAD datavisualizationsystem
or the CORBA-basedcollaborationservicesin Deepvieav,
but gain high performancdor datamovement(in contrast
to event ratesattainedfor CORBA- or Java-basedevent
systems[225]). Interoperabilitywith Java- and CORBA-
basedsystemswill bedemonstratedisavhere.

ECho hasbeenavailable since October1997, and our
grouphasusedit for variouslarge-scalepngoingdevelop-
mentandresearclefforts. Among suchefforts, of princi-
pal interestto the high performanceommunityarethe at-
mosphericandhydrologyapplicationamentioneckarlieras
well astwo additionalonesnow being developedby our
group: (1) adistributedmaterialsdesignworkbenchwhere
multiple end usersinteractwith eachotherandwith com-
putationaltoolsin orderto designhigh performancemate-
rials, and (2) a distributedimplementatiorof an NT-Unix-
spanningsystemfor moleculardynamicsand/orfor crystal
plasticity studiesdoneby collaboratorsn the departments
of MechanicalEngineeringand Physicsin Geogia Tech.
Finally, ECho eventsare one of the key building blocks
of the DARPA-fundedInfoSpherdnformation Technology
Expedition[2].

Theremaindenf this papelis organizedasfollows. Sec-
tion 2 describe€Cho's basicfunctionality. Section3 com-
paresECho's event delivery performanceto that of other
communicatiorsystemswhich offer someform of type ex-
tensionandreflection.In particular we examinethe perfor
manceof asetof middlevaresystemavhich might be con-
sideredas alternative candidatedor the integration mech-
anism of a componentinfrastructure,including CORBA
event channels event distribution via Java's RMI, andan
XML-basedcommunicationscheme;comparingthe basic
lateny of eachto thatof EChoandusinganMPI message
exchangeasa baselindor measurementife alsostudythe
impact of machineheterogeneityon ECho's performance
and explore the effects of its type extensionfeatures. Fi-
nally, Section4 discussesomekey areasof future work
andsummarizesur conclusions.



Figure 1. Computations using Event Chan-
nels for Comm unication.

2. ECho Functionality

EChosharessemanticcommonto a classof eventde-
livery systemghat usechannel-basedubscriptions That
is, aneventchannelis the mechanismhroughwhich event
sinksandsourcesrematched Sourceclientssubmitevents
to a specificchannelandonly the sink clientssubscribedo
thatchannelarenotified of the event. Channelsareessen-
tially entitiesthroughwhich the extent of event propaga-
tion is controlled. The CORBA Event Service[10]is also
channel-basedyith channeldeingdistributedobjects.

2.1.Efficient Event Propagation

Unlike mary CORBA eventimplementationsandother
eventservicessuchasElvin[22], EChoeventchannelsare
not centralizedin ary way. Instead,channelsare light-
weightvirtual entities. Figure1 depictsa setof processes
communicatingusing event channels. The event channels
areshovn asexisting in thespacebetweerprocessedyut in
practicethey aredistributedentities,with bookkeepinglata
residingin eachprocesswvherethey arereferenced Chan-
nels are createdonce by someprocess,and openedary-
whereelsethey areused. The processwhich createshe
eventchannels distinguishedin thatit is the contactpoint
for otherprocessewishingto usethechannel.Thechannel
ID, which mustbe usedto openthe channel,containsthe
contactinformationfor the creatingprocesqgaswell asin-
formationidentifying thespecificchannel) However, event
distributionis notcentralizedandthereareno distinguished
processesluring event propagation. Event messagesre
alwayssentdirectly from an event sourceto all sinksand
networktraffic for individual channelds multiplexed over
sharedcommunicationéinks.

EChois implementedon top of DataExchange[7and
PBIO[5], packageslevelopedat Geogia Techto simplify

connectionmanagementind heterogeneoudinary data
transfer As such,it inheritsfrom thesepackagegportabil-
ity to differentnetworktransportlayersandthreadspack-
ages. DataExchangeand PBIO operateacrossthe vari-
ous versionsof Unix and Windows NT, have beenused
overthe TCP/IR UDPR, andATM communicatiorprotocols
andacrosshothstandardandspecializechetworklinks like
ScramNet[26].

In additionto offering interprocesgventdelivery, ECho
also provides mechanismsfor associatingthreadswith
event handlersallowing a form of intra-proces£ommuni-
cation.Local andremotesinksmaybothappeaion achan-
nel, allowing inter- andintra-proces€ommunicatiorto be
freely mixed in a mannerthatis transparento the event
sender When sourcesand sinks are within the samead-
dressspace,an event is delivered by directly placing the
eventinto the appropriateshared-memorgispatchqueue.
While this intra-processlelivery canbe valuable,this pa-
perconcentratesn the aspect®f EChorelatingto remote
delivery of events.

2.2.Event Typesand Typed Channels

One of the differentiatingcharacteristicef EChois its
supportfor efficient transmissionand handling of fully
typed events. Some event delivery systemsleave event
data marshallingto the application. ECho allows types
to be associatedvith event channels,sinks and sources
andwill automaticallyhandleheterogeneoudatatransfer
issues. Building this functionality into the ECho using
PBIO allows for efficient layering that nearly eliminates
datacopiesduring marshallingandunmarshalling As oth-
ershave noted[13, carefullayeringto minimizedatacopies
is critical to deliveringfull networkbandwidthto higherlev-
els of softwareabstraction. The layeringwith PBIO is a
key featureof EChothat makesit suitablefor applications
which demanchigh performancdor large amountsf data.

Base Type Handling and Optimization Functionally
ECho event types are most similar to userdefinedtypes
in MPI. The main differencesarein expressve power and
implementation. Like MPI's user definedtypes, ECho
event typesdescribeC-style structuresmadeup of atomic
datatypes. Both systemssupportnestedstructuresand
statically-sizedarrays. ECho's type systemsextendsthis
to suppornull-terminatedstringsanddynamicallysizedar
rays?!

While fully declaringmessageypesto the underlying
communicatiorsystemgivesthe systemthe opportunityto
optimizetheir transportMPI implementationsypically do

1In the caseof dynamicallysizedarrays,the arraysizeis givenby an
integertypedfield in the record. Full information aboutthe typessup-
portedby EChoandPBIO canbefoundin [5].
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Figure 2. A comparison of latency in basic
data exchange in event infrastructures

not exploit this opportunityandoftentransporuserdefined
typeseven moreslowly thanmessagesdirectly marshalled
by the application. In contrast,ECho and PBIO achieve
a performanceadwantageby avoiding XDR, IIOP or other
'wire' representationdifferentthanthe native representa-
tion of the datatype. Instead,EChoandPBIO usea wire
formatthatis equialentto the native datarepresentation
(NDR) of the sender Corversionto the native representa-
tion of the recever is doneuponreceiptwith dynamically
generateatonversionroutines.As the measurementis [6]
shav, PBIO 'encode'timesdo not vary with datasizeand
'decodetimesaremuchfasterthanMPI. Becausasmuch
astwo-thirdsof thelateng in a heterogeneousiessagex-
changeis softwarecorversionoverhead[§, PBIO's NDR
approactyieldsround-tripmessag&atenciesaslow as40%
of thatof MPI.

Type Extension ECho supportsthe robust evolution of
setsof programscommunicatingwith eventsby allowing
variationin datatypesassociatedvith a singlechannel.In
particular aneventsourcemaysubmitaneventwhosetype
is a supersebf the event type associatedavith its channel.
Corversely an event sink may have a typethatis a subset
of the event type associatedvith its channel. Essentially
thisallows anew field to beaddedto aneventat thesource
withoutinvalidatingexisting eventrecevers. Thisfunction-
ality canbe extremelyvaluablewhena systemevolvesbe-
causdat meanghatevent contentscanbe changedwvithout
theneedto simultaneouslypgradesvery componento ac-
commodatehe new type. EChoevenallows type variation
in intra-procesommunicationjmposingno conversions
when sourceand sink useidentical typesbut performing
the necessaryransformationsvhen sourceand sink types
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Figure 3. A comparison of delivered band-
width in event infrastructures

differin contentor layout.

Thetypevariationallowedin EChodiffersfrom thatsup-
portedby messag@assingsystemsandintra-addresspace
eventsystemsFor example the Spineventsystemsupports
only staticallytypedevents. Similarly, MPI's userdefined
typeinterfacesdo notoffer ary mechanismshroughwhich
a programcaninterpreta messagevithouta priori knowl-
edgeof its contents Additionally, MPI performsstrict type
matchingon messagesendsandreceves, specificallypro-
hibiting the typevariationthat EChoallows.

In termsof theflexibility offeredto applicationsECho's
featureamostcloselyresemblahe featuresof systemghat
supportthe marshallingof objectsas messages.In these
systems, subclassingand type extensionprovide support
for robust systemevolution thatis substantiely similar to
that provided by ECho's type variation. However, object-
basednarshallingoftensuffersfrom prohibitively poorper
formance.ECho's strengthis thatit maintainsthe applica-
tion integration advantagesf object-basedystemswhile
significantlyoutperformingthem. As the measurements
thenext sectionwill shav, EChoalsooutperformsmoretra-
ditional message-passirgystemsn mary circumstances.

3. ECho Performance

Figures2 and3 representhe basicperformanceharac-
teristicsof a variety of communicatiorinfrastructureghat
might be usedfor event-basedcommunicationin high per
formanceapplicationsThevaluesareof basiceventlateny
andbandwidthin anervironmentconsistingof ax86-based
PCanda SunSparcconnectedy 100MbpsEthernet The

2TheSunmachines anUltra 30with a247MHz cpurunningSolaris?.
Thex86 machineis a450MHz Pentiumll, alsorunningSolaris7.



infrastructurepresenteddon't all sharethe samecharac-
teristicsandfeaturesa fact thataccountdor someof their
performancalifferencesECho's strengths thatit provides
the importantfeaturesof thesesystemswhile maintaining
theperformanceachiezedby minimalsystemdike MPICH.

In particular ECho provides for event type discovery
anddynamictype extensionin a mannersimilar to that of
XML, or thatwhich canbe achiered by serializingobjects
asevents(asin Java RMI). CORBA is alsogainingaccep-
tanceasdistributedsystemaniddlevareandits Event Ser
vices provide similar features. This sectionwill examine
ECho's performanceharacteristicen moredetailandcon-
trastthemwith theseotherinfrastructures.

3.1.Breakdownof Costs

Table 1 shows a breakdevn of costsinvolved in the
roundtripevent lateny measure®f Figure2. We present
around-triptimesbothbecausehey naturallyshow all the
combination®f send/recvon two differentarchitecturesn
aheterogeneousystem.Thetime componenttabeled'En-
code” representhe spanof time betweenan application
submittingdatafor transmissiorandthe point at which the
infrastructurenvokestheunderlyingnetwork'send()'oper
ation. The“Network Transfer"timesarethe one-waytimes
to transmitthe encodedlatafrom sendingto receving ma-
chines. The “Decode” timesarethe time betweerthe end
of the “recv()” operationandthe point at which the datais
presentedo the applicationin a usableform. This break-
down is usefulfor understandinghe differentcostsof the
communicationandin particular how they might change
with differentnetworksor processors.

We have excludedJava RMI from the breakdevn in Ta-
ble 1 becausdt performsits network'send()' operations
incrementallyduring the marshallingprocess.This allows
Java to pipeline the encodeand network sendoperations
makinga simple costbreakdavn impossible.However, as
a resultof this designdecisionJava RMI requirestensof
thousand®f kernelcalls to senda 100Kb messageseri-
ouslyimpactingperformance.

Additionally, while theround-triptimeslistedin Table1
arenearthesumof theencode/xmit/decodémes,thisis not
truefor the CORBA numbersThisis becausémplementa-
tions of the CORBA typedevent channelservicetypically
rely on CORBA's dynamicinvocationinterfaceto operate.
In the ORBswe have examined,DIl doesnot function for
intra-address-spadavocations. The result of this is that
the CORBA typed event channelmustresidein a differ-
entaddresspacehaneitherthe eventsourceor eventsink,
addingan extra hop to every eventdelivery. This could be
consideredo beimplementatiorartifactthatmight be han-
dleddifferentlyin future CORBA eventimplementations.

ECho CORBA MPICH | XML
(ORBacus)
Total Round-Trip | 30.6 530 80.1 | 1249
SparcEncode 0.037 0.74 13.3 176
NetworkTransfer | 13.9 13.9 13.9 182
x86 Decode 1.6 1.6 11.6 276
x86 Encode 0.015 0.64 8.9 124
NetworkTransfer | 13.9 13.9 13.9 182
SparcDecode 1.2 0.58 154 486

Table 1. Cost breakdown for heterogeneous
100Kb event exchange (times are in millisec-
onds).

3.1.1 Sendingsidecosts

ECho'smostsignificantperformancdeatures its useof the
native dataformat on the sendingarchitectureasits “wire
format’. The effectsof this approachare most noticeable
whencomparingthe“Encode” timesfor the differentcom-
municationinfrastructures. For example, MPICH usesa
very slow interpretedmarshallingprocedurefor heteroge-
neouscommunicatiorof MPI userdefineddatatypes.That
this hasa significantimpacton MPICH performancas ap-
parentin Table1 which shavs MPICH devotingasmuchas
60%o0f its round-tripmessagéime to encodinganddecod-
ing.

CORBA's IIOP wire format differs from the architec-
turesnative datalayoutin its alignmentrequirements.As
aresult, CORBA mustcopyall the applicationdatabefore
sending.In ORBacusthis copyis performedoby compile-
time-generatedstub code, so it is much faster than the
MPICH approach. However, EChois significantly faster
becausat performsvery little processingorior to the net-
work sendoperation.

Using XML as a wire format is obviously a decision
whichhasasignificantperformancémpactonaneventsys-
tem. Table1 makescleartwo of the mostsignificantissues:
the large encode/decodemes, andthe expandednetwork
transmissionimes. Theformeris aresultof thedistancebe-
tweenthe asciirepresentationsedby XML andthe native
binary datarepresentationXML encodingcostsrepresent
the processingiecessaryo corvert the datafrom binaryto
string form andto copythe elementbegin/endblocksinto
the output string. Justone end of the encodingtime for
XML is sereraltimesasexpensve asthe entireround-trip
messagexchangefor the other infrastructures. Network
transmissiortime is also significantlylarger for XML be-
causethe ASCIl-encodeddata (plus the begin/endlabels)
can be significantly larger than the equivalentbinary rep-
resentation.How much larger dependsiponthe data, the
size of the field labelsand other detailsin the encoding.
ThusXML-basedschemesransmitmoredatathanschemes



whichrely onbinaryencoding.
3.2.Receivingsidecosts

ECho’'s techniqueof usingthe senders native datafor-
matasawire formatdramaticallyreducesheeventsenders
costs,but it increaseshe compleity of the recever's task.
With a fixed wire format like [IOP, the recever can often
usecompile-timegeneratedtubcodeto performthe wire-
to-native format translation. ECho doesnot have that op-
tion becausehe recever doesnot have a priori knowledge
of the native dataformatsof all possiblesenders. How-
ever, ECho achieves similar efficieng/ by using dynamic
codegenerationo createcustomizedormattranslatiorrou-
tineson-the-fly As the “Decode” entriesin Table1 shaw,
thisapproactachieresefficiengy whichis similarto thatof
ORBacuswhich usescompile-timegeneratedtubsfor un-
marshalling,andis significantlybetterthanthe interpreted
unmarshallingusedoy MPICH.

XML necessarilyakesa differentapproactto recever
side decoding. Becausethe “wire' formatis a continuous
string,XML is parsedatthereceving end. The ExpatXML
parset calls handlerroutinesfor every dataelementin the
XML stream.Thathandlercaninterpretthe elementname,
convert the datavalue from a string to the appropriatebi-
narytypeandstoreit in theappropriatglace.Thisflexibil-
ity makesXML extremelyrobustto changesn theincom-
ing record.The parsewe have employeds alsoextremely
fast, performingits principal function with pointermanip-
ulationsandin-placestring modificationratherthan copy-
ing strings. However, XML still paysa relatively heavily
penaltyfor requiringstring-to-binarycorversionon there-
ceving side. (We assumehat for mosthigh performance
computingfunctions,datais beingsentsomavherefor pro-
cessingandthat processingequiresthe event datato bein
otherthanstringform. ThusXML decodings notjustpars-
ing, but alsothe equivalentof a C st rt od() or similar
operationto corvertthedatainto native representation.)

3.3.Costsfor Homogeneousfxchanges

BecauseECho has virtually no sendeiside encoding
costsand becausdts dynamic code generationachieves
performancesimilar to thatachiered throughcompile-time
stubgenerationEChotendsto outperformothercommuni-
cationinfrastructures.This is particularlyapparenin het-
erogeneoumessagexchangedecausehe encode/decode
time canplay a significantrole in overallmessageosts.

However, ECho's approachalso yields performance
gains for transfers between homogeneoussystems, as

3A variety of implementation®f XML, includingboth XML genera-
torsandparsersareavailable.We have usedthefastesknown to usatthis
time, Expat[4].

ORBacus ECho

send receve send receve

datasize side side side side

overhead| overhead| overhead| overhead

100Kb 0.74 0.40 0.037 0.034
10Kb 0.22 0.046 0.037 0.034
1Kb 0.19 0.016 0.037 0.034
100b 0.17 0.010 0.037 0.034

Table 2. Cost breakdown for homogeneous
event exchange (times are in milliseconds).

shavn in Table2. For simplicity, this table concentrates
onthe EChoandORBacudnfrastructuresThe higherOR-
Bacuscostsfor large datasizesrepresenthe costof there-
guireddatacopyin convertingthe I1IOP wire formatto the
native datarepresentatiorEChorequiresnosuchcopy? As
in the heterogeneousase EChodoesnot pre-processlata
prior to sendingandbecausé¢he 'wire format' corresponds
to the native datarepresentatiorChocandeliver receved
datadirectly to the applicationwithout copyingit from the
messagauffer. Thisis not possiblewith IIOP becausef
potentialdataalignmentconflictsbetweenlOP andthe na-
tive datarepresentation.

At common100Mbpsnetwork speedstheseadditional
datacopyoperationsareaccounfor arelatively smallfrac-
tion of the total exchangecosts.However, minimizing data
copiesis critical to delivering full network bandwidthto
higher levels of softwareabstraction[1h As gigabit net-
works and specializedow-latenyy communicationgnech-
anismscomeinto more commonuse,the additionalcopy
operationsmposedon evenhomogeneousommunications
by fixed wire formatswill becomea moreimportantlimi-
tationon communicatiorspeedsincreasing=Cho's perfor
manceadwantage.

3.4.Costsfor Type Extension

In additionto efficient operationin basic event trans-
fer, ECho supportsthe creationand evolution of sets of
collaboratingprogramsthrough event type discovery and
dynamictype extension. ECho eventscarry format meta-
information, somevhat like an XML-style descriptionof
the message&ontent. This meta-informatiorcanbe anin-
credibly usefultool in building and deployingenterprise-
level distributedsystemsecauset 1) allows genericcom-
ponentsto operateupondataaboutwhich they have no a
priori knowledge and2) allowstheevolutionandextension
of the basicmessagdormatsusedby an applicationwith-

4Forthe smallerdatasizes the extracopy overheads smallcompared
to thefixed delivery costsin thesesystems.
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Figure 4. Receiver-side decoding costs with
and without an unexpected field — heteroge-
neous case.

outrequiringsimultaneousipgradeso all applicationcom-
ponents. In otherterms, ECho allows reflectionandtype
extension Both of theseare valuablefeaturescommonly
associateavith objectsystems.

EChodatatype informationis representeduringtrans-
missionwith format tokenswhich canbe usedto retrieve
full type information. Thesetokensare small and arein-
cludedin every ECho event transmissionas part of the
headeinformation.As suchthey donotaffectperformance
significantly

ECho supportstype extensionby virtue of doing field
matchingbetweerincomingandexpectedrecordsy name.
Becausef this, new fields canbe addedto eventswithout
disruptionbecaus@pplicationcomponentsvhichdon't ex-
pectthe new fieldswill simplyignorethem.

Most systemswhich supportreflectionandtype exten-
sion in messagingsuchas systemswhich use XML asa
wire format or which marshalobjectsas messagessuffer
prohibitively poor performancecomparedo systemssuch
asMPICH andCORBA whichhave nosuchsupport.There-
fore, it is interestingto examine the effect of exploiting
thesefeaturesupon ECho performance.In particular we
measurehe performanceeffect of type extensionby intro-
ducingan unexpectedfield into theincomingmessagand
measuringhe changen recever-sideprocessing.

Figures4 and5 presenteceve-sideprocessingostsfor
an exchangeof datawith an unexpectedfield. Thesefig-
ures shav valuesmeasuredn the Sparcside of hetero-
geneousand homogeneousxchangesrespectrely, using
ECho'sdynamiccodegeneratioriacilities to createcorver
sionroutines.It' sclearfrom Figure4 thattheextrafield has
no effect uponthe receve-sideperformance.Transmitting
would have addedslightly to thenetworktransmissiotime,
but otherwisethe supportof type extensionaddsno costto
thisexchange.

Figure 5 shaws the effect of the presenceof an unex-
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Figure 5. Receiver-side decoding costs with
and without an unexpected field — homoge-
neous case.

pectedield in thehomogeneousase Here,theoverheads

potentially significantbecause¢he homogeneousasenor-

mally imposesno conversionoverheadn ECho. The pres-
enceof the unexpectedfield createsa layout mismatchbe-

tweenthewire andnative recordformatsandasaresultthe
conversionroutine must relocatethe fields. As the figure

shaws, theresultingoverheads non-ngligible, but not as
high asexistsin the heterogeneousase For smallerrecord
sizesmostof thecostof receving datais actuallycausedy

theoverheadof thekernelsel ect () call. Thedifference
betweerthe overhead$or matchingandextrafield casess

roughlycomparabléo thecostof mencpy() operatiorfor

thesameamountof data.

Theresultsshovn in Figure5 areactuallybasedupona
worst-caseassumptionwherean unexpectedfield appears
beforeall expectedfieldsin therecord,causingfield offset
mismatchesn all expectedfields. In generalthe overhead
imposedby a mismatchvariesproportionaly with the ex-
tentof themismatch An evolving applicationmight exploit
this featureof EChoby addingary additionalat the endof
existing recordformats.This would minimizethe overhead
causedo applicationcomponentsvhich have not beenup-
dated.

4. Conclusionsand Futur e Work

This paperexaminedECho,an event-basedniddlevare
designedo meetthe demand®of a new generatiorof Grid
applications. In particular we consideredhe communi-
cation/intgrationdemand®f component-basesl/stemsn
a high-performanceomputingenvironmentand how they
might be differentfrom thoseof more tightly-coupled ap-
plications. ECho meetsthose requirementsby provid-
ing a publish-subscribeommunicatioomodelthatsupports
type extensionandtype discovery. While object-basednd



XML-basedsystemsgprovide similarfunctionality, themea-
surementsn Section3 shav thatEChodoesit with signifi-
cantlybetterperformancebothin termsof deliveredband-
width andend-to-endateny. Themeasuremengsoshav
thatEChomatchesand,in mostcasesputperformavPICH
in both metricssupportingour assertiorthat EChois suit-
ablefor usein the maindataflows of Grid applications.

Futurework will examineaspect®f EChowhicharebe-
yondthescopeof this paper Thosefeaturesncludederived
eventchannels which supportfor source-sidesvent filter-
ing andremotedatatransformationand proto-channels a
mechanismhroughwhich recevers can themseles con-
trol and customizesource-sidevent generation. We will
alsoexpandupon ECho’s ties to other systemsjncluding
CORBA andJava.
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