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Abstract

Deep learning (DL) workflows demand an ever-
increasing budget of compute and energy in order to
achieve outsized gains. Neural architecture searches,
hyperparameter sweeps, and rapid prototyping consume
immense resources that can prevent resource-constrained
researchers from experimenting with large models and
carry considerable environmental impact. As such, it be-
comes essential to understand how different deep neu-
ral networks (DNNs) and training leverage increasing
compute and energy resources—especially specialized
computationally-intensive models across different do-
mains and applications.

In this paper, we conduct over 3,400 experiments
training an array of deep networks representing vari-
ous domains/tasks—natural language processing, com-
puter vision, and chemistry—on up to 424 graphics pro-
cessing units (GPUs). During training, our experiments
systematically vary compute resource characteristics and
energy-saving mechanisms such as power utilization and
GPU clock rate limits to capture and illustrate the dif-
ferent trade-offs and scaling behaviors each representa-
tive model exhibits under various resource and energy-
constrained regimes. We fit power law models that
describe how training time scales with available com-
pute resources and energy constraints. We anticipate
that these findings will help inform and guide high-
performance computing providers in optimizing resource
utilization, by selectively reducing energy consumption
for different deep learning tasks/workflows with minimal
impact on training.

1 Introduction

As deep learning (DL) workflows become more preva-
lent in the sciences, neural architecture search and hy-
perparameter sweeps consume an increasingly enormous
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amount of compute and power resources [3} 527,28,
39,1441 148|] at high-performance computing (HPC) cen-
ters [2,/41,/46] and cloud providers. While the cost per
training step has decreased for deep neural networks
(DNNS5) due to optimized hardware and backend opti-
mizations, overall costs have increased and training large
models can reach into the millions of dollars [[39]]. Tra-
ditionally, HPC centers limit GPU usage to prevent users
from misusing systems, while cloud providers eagerly
allow users to provision as many resources as they can
afford. Rarely do scientific DL practitioners examine
their resource needs; most workflows are either run on
a single GPU due to the lack of engineering infrastruc-
ture needed to scale, or are run on the maximum number
of available GPUs [18}/35]]. Efficient training and scal-
ing strategies may be even more important than archi-
tecture details in some domains [4,31,43]]. To compli-
cate matters, given the fundamentally different nature of
their respective tasks, in order to better allocate limited
compute resources, various domains (e.g., NLP, vision)
each have their own preferred model architectures and
optimization strategies, likely resulting in what is very
different scaling behavior across different models/tasks.
To better allocate limited compute resources, HPC cen-
ters and users need a simple way to estimate the scaling
behavior of their models and identify the best, most scal-
able model implementation for their application and the
optimal amount of compute to provision.
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Figure 1: Benchmarking experiments training DNNs on more than 400 GPUs with controlled power consump-
tion reveal optimal settings for efficient distributed DL. Over 3,400 distributed training experiments show that
transformer-based models and graph neural networks with directional message passing exhibit superior utilization of
increased computational resources, while restricting GPU power consumption to 200 W reduces total energy con-
sumption without slowing down training. All models see diminishing returns from distributed training at high GPU

counts due to communication bottlenecks.

The complexity of DNNs and the variety of numer-
ical libraries and hardware accelerators available
make predicting the execution time of training a model
challenging. Previous efforts estimated training times
with linear models depending on the number of floating
point operations per epoch [30], while others have lever-
aged DNNs themselves to learn the non-linear relation-
ship between network architecture, the data man-
ifold, computational infrastructure, and execution time.
More recent work to predict the execution time of fine-
tuning DNNs uses a linearized approximation of the dy-
namics of a DNN during fine-tuning [47], following the
Neural Tangent Kernel (NTK) approach [17]]. These
methods may yield impressive accuracy in training time
estimation, at least in terms of number of training steps
required, but they are cumbersome and impractical for
daily usage in an HPC center. More relevantly, these ap-
proaches do not account for energy consumption, which
is difficult to estimate for general network configurations
[14L[43], or variation in GPU utilization. Scientists with
limited HPC experience and rapidly changing DL work-
flows need guidance from large-scale, distributed DL
training experiments to optimize resource allocation for
efficient, scalable deep learning.

In this paper, we train six different, representative DL
models (Table [T)) with applications across computer vi-
sion (CV), natural language processing (NLP), and geo-
metric deep learning (GDL) and investigate their scaling
behavior across hundreds of GPUs. We monitor GPU
utilization and energy consumption during distributed
training and identify optimal settings for efficient train-

thorized by the U.S. Government may violate any copyrights that exist
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ing and opportunities for improved scaling and hardware
utilization. Our main goal is not to generate precise pre-
dictions of execution time, but instead to study the im-
pacts of and the relationship between model architec-
ture and compute utilization on distributed training time.
By comparing model architectures via their scaling ex-
ponents, we can estimate training times for variations
on common architectures such as convolutional neural
networks (CNNs), transformer-based language models,
and graph neural networks (GNNs). This will help sci-
entific DL practitioners in developing methods to better
profile different model architectures and determine the
most time and energy-efficient workflow for their own
hardware configurations.

To the best of our knowledge, current literature on
scaling experiments for DL has not focused on the effects
of energy-consumption strategies such as power limiting
the hardware or changing clock frequencies of the GPU
to limit performance. We hope that these findings will
also help enable predictions of model-scaling behavior
on performance-limited hardware to potentially antici-
pate the energy needs for different classes of DNNs in
future work.

2 Methods and Experimental Setup

Environment All experiments described in this paper
were conducted on an operational, petascale supercom-
puting system. The cluster consists of 448 compute
nodes with dual Intel Xeon Gold 6248 CPUs with 384
GB of RAM and two NVIDIA Volta V100 GPUs with
32 GB of memory per node. A graphical summary of the
experiments and insights presented in this paper is shown



in Figure[I] All models were trained using GPUs.

Model Selection Our choices of benchmarks and mod-
els were informed by our operational experiences from
the workloads and usage patterns characteristic of the
system—we chose DNN models and training tasks that
are representative of common user workloads, but also
models that tend to be frequent workhorses for research,
testing, and experiments in the broader research commu-
nity. We also sought to capture a diverse range of "clas-
sic" and state-of-the-art DL architectures that are widely
used across different domains. Our intent in this work
is not to propose a new benchmark or evaluate the rel-
ative merit of one benchmark against another. Rather,
our goal is to investigate and illustrate the scaling behav-
ior of representative model architectures, based on com-
putational workloads on an operational supercomputing
system, and develop simple descriptions of training exe-
cution time. The specific models in our experiments are
listed in Table[T] and can be grouped into three domains
or categories characterized by the commonality of their
tasks, similarity of model architectures, or both.

Table 1: Deep Neural Network Models

Domain/Model Class Model Reference
VGGI16 [40]
Computer Vision (CV) Inceptionv3  [42]
ResNet50 [115]
Language (NLP) BERT [1o]
Geometric DimeNet 23]
SchNet [136]

Experimental Design and Metrics Throughout our
experiments, for each model in Table E], we collect time-
series data on their GPU memory utilization and stream-
ing multiprocessor (SM) utilization, training speed, and
total energy consumption/expenditure throughout each
of their training runs under different GPU power caps
(100 W, 200 W, and 250 W), GPU clock rates (135 MHz,
735 MHz, and 1380 MHz), and number of GPUs (2, 4, 8,
16, 32, 64, etc.) aggregated on a per-epoch level. When a
power or clock rate cap is applied, it is applied uniformly
and simultaneously to all GPUs used in training. Model
training was performed on NVIDIA Tesla V100 GPUs
and GPU utilization; power consumption etc., were mon-
itored using the nvidia-smi tool. Training speed or
training time is calculated as wall-clock time per epoch,
measured in seconds, and power/energy consumption (or

training energy) measured in joules, which is calculated
by multiplying wall-clock time spent in training by the
power consumption measured in watts.

We detail the specific training settings and configu-
rations for each model by domain/model class in the
sub-sections below. We note that while different train-
ing techniques and optimized hyperparameter selections
can both shorten training time and improve model per-
formance, our goal is neither to achieve the best pos-
sible performance on benchmarks nor to train until we
achieve a pre-specified level of performance. Given the
diverse array of DL models we train and their representa-
tive domains, their evaluative criteria vary as well, mea-
suring fundamentally different model qualities on non-
equivalent scales. For instance, while top-k accuracy and
Intersection over Union (IoU) are used for image classi-
fication and object detection respectively, perplexity and
bits-per-character (BPC) are used to gauge model perfor-
mance in NLP tasks; as such, we leave these as potential
avenues for future work.

Instead, the training settings for our different repre-
sentative models are motivated by our aim to: (1) collect
sufficiently large amounts of utilization and energy data
from each domain/model class during training for mean-
ingful, wide-coverage analysis, as well as to (2) docu-
ment and illustrate trends and trade-offs between training
time, compute resources, and energy constraints reflec-
tive of an average user training scenario where users may
lack the knowledge, ability, or resources to specify the
best training settings for reaching a desired level of per-
formance as quickly as possible, or where users are run-
ning exploratory experiments and exercises. Examples
of these types of situations include transfer-learning ex-
periments, evaluation of new dataset benchmarks, rapid
prototyping and evaluation of new model architectures,
situations where researchers collaborate/experiment with
models across various domains, and more.

All of our training datasets and model implementa-
tions are publicly available. Similarly, our DL workload
data from these experiments will be made publicly avail-
able for the broader research community.

2.1 Geometric Deep Learning (GDL)

Unlike traditional learning where the focus is on tab-
ular, sequential, or image data, GDL focuses on mod-
els that specifically operate on non-Euclidean structures
such as graphs and manifolds [6,/7]. As an example,
GNNs are widely used in chemistry and materials sci-
ence [20] where condensed phases of matter are repre-
sented as graphs of atoms (nodes) and chemical bonds
(edges).

For simplicity and consistency, we used two open-
sourced, state-of-the-art GNN architectures available in
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plications [12]]: DimeNet (2.1M parameters) [23] and S e o EiEmR:Net
SchNet (455K parameters) [36]]. The DimeNet and = A Y chet
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monics, and 6 radial basis functions. SchNet uses an
embedding dimension of 128, 128 convolutional filters,
6 interaction blocks, and 50 gaussians. All GNNs were
trained using the Distributed Data Parallel (DDP) accel-
erator [25] and PyTorch Lightning [11] for multi-GPU
training using the LitMatter framework [13]. For our
data, we use the QM9 dataset for small molecules [32]
during training. We train our GNNs for 200 epochs with
a fixed batch size of 128 per GPU across all power cap-
ping and clock speed settings/experiments. For SchNet,
we train for 1,000 epochs at only the maximum power
and clock speed setting in order to collect sufficient
utilization data for analysis on those settings. Both
DimeNet and SchNet were trained using a learning rate
of 1073 with Adam [21]).

2.2 Natural Language Processing (NLP)

Language modeling is a set of approaches for obtaining
distributions over sequences of words and is an impor-
tant first step towards many common NLP tasks. Models
are typically “pre-trained" using self-supervised learning
methods for predicting word sequences before applying
them to supervised tasks such as entailment or question
answering. While much attention is given to the most
accurate language models, they can require considerably
long training times and significant energy usage [5.39].

For our language model representative, we trained
Google’s Bidirectional Encoder Representations from
Transformers (BERT) language model [10] with masked
language modeling, which involves predicting randomly
chosen word tokens that are obscured from a large train-
ing set of text. We use a popular PyTorch implementa-
tiorﬂ for masked language modeling from Hugging Face
and the WikiText-103 dataset for training [26]. BERT-
Base language models (110M parameters) were trained
on a range of GPUs for 4, 6, 10, 15, 25, or 40 epochs,
depending on the number of GPUs to collect adequate
time series data on GPU utilization for each experiment.
A per-GPU batch size of 8 was used for all BERT exper-
iments. BERT was trained with the AdamW optimizer
and a learning rate of 5 x 107> This implementation uses
PyTorch’s DistributedDataParallel modules with Mes-
sage Passing Interface (MPI) facilitating inter-node com-
munication. Due to the large size of BERT-Base, the
computational cost of training, and the importance of

'https://github.com/huggingface/transformers/blob/
master/examples/pytorch/language-modeling/run_mlm.py
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Figure 2: All models show reduced memory utilization
with increasing number of GPUs, and GNNs show
reduced streaming multiprocessor (SM) utilization.
Joint GPU memory and SM utilization characteristics for
NLP, GNN, and vision models during training, changes
when scaling with different number of GPUs (2 GPUs
vs. 128 GPUs).

BERT within the NLP domain, we consider BERT as a
representative transformer-based language model.

2.3 Computer Vision

In much work on image recognition and vision-related
tasks, convolutional kernels have been key to early suc-
cesses, given the domain of data (i.e., images) that lends
naturally to convolutional priors. These DL models for
computer vision and image classification continue to be
widely used, either in classification tasks or as backbone
networks in applications such as object detection, se-
mantic segmentation, and many more. In this paper, we
use open source implementations of popular models for
image classification: VGG16 (138M parameters) [40],
ResNet50 (25M parameters) [15]], and Inceptionv3 (23M
parameters) [42], available from [1]. All three mod-
els were trained with a data-parallel training approach
leveraging the Horovod framework [38]. The training
data used was the ImageNet [9] dataset, converted into
TFRecord format using utilities provided by the bench-
mark implementation described above. Models were
trained in mixed-precision format for 10 epochs, over a
range of GPUs distributed across multiple nodes, with
a per-GPU batch size of 256, an initial learning rate of
107>, and stochastic gradient descent as the optimizer.
For all models, the number of epochs was chosen to en-
sure that adequate utilization data could be collected for
each experiment in the low-GPU and high-GPU limits.

3 Experimental Results and Findings
Below, we first describe and discuss some initial findings
from our distributed training experiments for each model

and its representative domain/model class.

When scaling up the number of GPUs, changes in
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GPU-utilization are heavily architecture-dependent,
even within domains/model classes; however, all mod-
els show reduced memory utilization during training.
Naturally, different models are likely to exhibit different
GPU utilization profiles and these differences are likely
to become more pronounced as differences in network
architecture, and therefore computational pathways, be-
come more pronounced. In Figure [2| we show the joint
GPU memory and SM utilization characteristics for the
models described in Table[T]at two representative scales
of distributed training (on 2 GPUs versus 128 GPUs).
Geometric models are shown in blue, BERT is shown in
red, and vision models are shown in teal, where memory
and SM utilization are averaged over all GPU workers.

Although GPU utilization varies both across and
within model classes/domains, we note some common
behaviors and trends when we scale up training. When
the models are trained on 2 GPUs in parallel on a single
node, nearly all models tend to have high SM (>60%)
and memory utilization (>30%). As training is scaled up
to 128 GPUs across 64 nodes, all models shift to lower
memory utilization; however, we see that the GNNs
also see lower SM utilization alongside memory utiliza-
tion. The decrease in memory utilization observed across
models with an increasing number of GPUs is in line
with our expectation that batch size scaling is still im-
portant for efficient distributed training [16]]. Something
to note is that while BERT sees about a two-fold reduc-
tion in memory utilization (from about 40% to 20%) as
we scale up training from 2 to 128 GPUs, SM utilization
barely changes (and slightly increases).

Interestingly, the GNNs exhibit two extremes of GPU
utilization: though SchNet has the lowest memory and
SM utilization rates, DimeNet, in contrast, has the high-
est memory utilization and nearly matches the SM uti-
lization rates of BERT and VGG16—both heavily over-
parameterized networks in their own respective domains.
These observations suggest careful consideration and se-
lection of GNN models when seeking to maximize bene-
fits from scaling training across multiple GPUs, with all
else equal.

Though inefficiencies from distributed training be-
come more pronounced with more GPUs due to
higher communication overhead, they do so at dif-
ferent paces depending on the model; moreover, the
variation in GPU utilization rates during training in-
creases with more GPUs. Figure [3|shows the SM and
memory utilization of three models as we scale up the
number of GPUs used in distributed training from 2 to
128. The models shown tend to have high SM utilization
(>75%) but relatively lower memory utilization. As the
number of GPUs increases, the memory utilization for
all models decreases due to the increased communication
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Figure 3: GPU utilization decreases with a larger
number of GPUs due to increasing communication
overhead. The effects of scaling distributed training on
GPU SM and memory utilization for models trained on
2 - 128 GPUs. For simplicity, three representative mod-
els (BERT, DimeNet, and ResNet50) are shown. Other
models (not shown here) show similar results.
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Figure 4: Variation in GPU utilization during training
increases with an increasing number of GPUs. The
coefficient of variation on GPU utilization rates during
distributed training for BERT, DimeNet, and ResNet50
models across training for 2—128 GPUs. Other models
(not shown here) show similar results.

overhead across GPU workers; this botteneck results in
the memory controller having more idle time as it waits
for the reduce step to complete.

As such, we find that while memory utilization rates
do decrease with an increased number of GPUs, the mod-
els do so at noticeably different rates (see right pane of
Figure [3). While ResNet50 exhibits a continuous, grad-
ual pace of decline in memory utilization rates, starting
from about 50% memory utilization as we scale up the
number of GPUs, BERT sees a more significant decline
in memory utilization even when scaling up from 2 GPUs
to 4 GPUs before exhibiting slower declines until another
more pronouced decline when scaling up from 64 to 128
GPUs. In contrast, DimeNet shows more varied, less
monotonic behavior: rather than a continued decline in
memory utilization rates with increased GPU counts, we
see only continuous decrease in DimeNet’s memory uti-
lization beyond 16 GPUs. Even so, DimeNet shows the
highest rate of memory utilization across all GPU counts,
achieving memory utilization at least as high as, if not
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Figure 5: Total energy consumption and training
speed increase with increasing number of GPUs. To-

tal training energy and training speed are normalized by
their counterparts under 2-GPU training.

higher than, ResNet50, the model with the next highest
but better behaved memory utilization rates across GPU
counts. In terms of utilization trends that seem invari-
ant to the number of GPUs, we note that although BERT
has the lowest rate of memory utilization across all GPU
counts, it has a near constant SM utilization at almost
100% across all GPU counts.

Since each training job has different phases during
the processing of a mini-batch (e.g., forward propaga-
tion, backward propagation, aggregation), GPU utiliza-
tion will naturally vary throughout these different phases
of a single training run. To characterize this variation
within or during the training process of each model, we
calculate the coefficient of variation (CV) for GPU mem-
ory and SM utilization—defined as CV = ¢/ where the
standard deviation of the utilization data (o) is normal-
ized by its mean (u) utilization—for each model’s train-
ing lifetime as we scale up the number of GPUs. As we
see in Figure M] for all models, the variation in mem-
ory utilization as measured by CV increases with addi-
tional GPUs. We note that despite BERT’s SM utiliza-
tion rate itself being largely invariant to the number of
GPUs used in training (left pane of Figure [3), the vari-
ation in its SM utilization rate during training is signifi-
cantly higher with a CV = 100% when scaled to beyond
32 GPUs (right pane of Fig. ). Overall, we see an in-
crease in variation, as measured via CV, in both memory
and SM utilization rates during training as the number of
GPUs increases. Similar GPU utilization variance trends
are seen with 200 W (Appendix [A]Figure[T3)) and 100 W

(Appendix [A] Figure [I6) power caps.

Trade-offs between total energy consumed during
training and distributed training speed are model-
dependent. The goal of distributed training is to train a
model faster; however, more GPUs increase energy con-
sumption, which is particularly concerning given the im-
plications for its carbon footprint. Training on 128 V100
GPUs emits 22 kg of carbon dioxide an hour [24].
Figure [5] shows the total energy consumption and
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Figure 6: Restricting GPU power to 200 W decreases
total energy expenditure without impacting training
time, while further restricting power to 100 W signif-
icantly degrades training time. Training speed and to-
tal training energy on different GPU power capping set-
tings when trained with 2 GPUs. Values are normalized
to training speed and energy without power capping (i.e.,
250 W).

training speed normalized by the energy and speed of 2-
GPU training. The DimeNet E| GNN shows poor scaling
relative to the BERT NLP model and the ResNet CNN
model. We observe similar behavior for the SchNet GNN
(not shown in Figure[5]for brevity). The total energy con-
sumption of DimeNet training quickly escalates to more
than three times when increasing the number of worker
GPUs, but this energy cost comes with the advantage of
a 60x speedup. On the other hand, both the BERT and
ResNet models are still energy-friendly when trained at
larger scales, incurring negligable amounts of additional
energy required but still achieving more than a 30x and
20x speedup, respectively.

At optimal power capping settings, training speed
suffers minimal impact but energy savings can be sig-
nificant. The V100 GPUs offer a wide range of power
capping capabilities. In Figure [6] we show the effects
of power capping all GPUs at different levels (200 W
and 100 W, the non-capped maximum power is 250 W).
Training speed and energy in Figure [6]are normalized by
their non-capped (i.e., 250 W) counterparts.

With capped power settings, slower training speeds
are expected due to a lower resulting clock frequency.
However, as total energy consumption depends on both
the power and the total training time spent, our experi-
ments aim to tease out the net effects on training time and
identify potential opportunities for non-disruptive energy
savings. In Figure[6] we see that total energy consump-
tion from each model’s training is indeed reduced under
power capping relative to the non-capped 250 W setting.
We find an optimal power cap of 200 W where train-
ing speed degradation is negligible, but the energy sav-

2We note that the authors of DimeNet have released DimeNet++
[22]], which is an optimized architecture with faster training that may
alleviate some scaling issues. However, DimeNet++ is not yet available
in PyTorch Geometric and so was not considered in this study.



ings are significant—at least 10% across all three mod-
els, offering an optimal trade-off between training speed
and energy savings for all models considered here. Cap-
ping the power further to 100 W results in further en-
ergy savings but training slows significantly, offering a
less desirable energy-training tradeoff. Our experiments
also reveal that by scaling up training with more GPUs
in a distributed training context, the slowdown due to
power capping becomes less significant (Appendix [A]
Figure[T7), which may be the result of larger-scale train-
ing under-utilizing each GPU compared to smaller scale
training.

Overall, we find that power limiting the GPUs offers
an effective way of limiting energy consumption across
a variety of deep learning models with minimal adverse
impact on the time spent training. This effect was con-
sistent across all models tested in this paper. Again, we
note that our work does not examine the effect of this ap-
proach on test-set performance given a time and energy
budget but this is the focus of ongoing and future work.
From the operational aspects of a supercomputing cen-
ter, our findings suggest a simple strategy for reducing
energy consumption in a datacenter with minimal impact
on computational burden. However, the availability of
a mathematical model that can describe, and potentially
predict, these effects in order to act as a guide for an-
ticipatory scaling strategies would be an important tool
in helping researchers and practitioners alike in under-
standing these trade-offs. In the next section, we provide
a preliminary effort to do so—we present a simple, de-
scriptive model that expresses a statistically significant
relationship underlying these trade-offs when scaling up
distributed training across a different number of GPUs.

4 Fitting Scaling Relationships

Motivation In this section, we fit and derive statisti-
cally significant, robust power laws that describe how
distributed training time scales with the number of GPUs
utilized in training using the data collected from our
training experiments in Section 3. The workflow is pre-
sented diagrammatically in Figure [7} we note that this
framework is easily extendable to experiments with other
models beyond those in our paper.

The purpose of our model is to describe relationships
that exist in these training time and energy consumption
trade-offs, not to precisely predict job execution time nor
predict training completion times.

Model Fitting and Specification To test and assess
our hypothesized power-law relationship between the
number of GPUs and training time across our exper-
iments, we fit an empirical model that models train-

Prediction Data collection

Train network on
0(1)—0(100)
GPUs

Deep neural network
architecture type

Control GPU clock

rate and power

consumption E‘!)

Catalog/predict Fit empirical scaling
compute scaling law

a(power, clock)
B(model)

Figure 7: Workflow for determining scaling relation-
ships that describe training time dependence on num-
ber of GPUs and GPU characteristics. Empirical scal-
ing laws, if present and sufficiently robust/extrapolative,
can help inform anticipatory scaling strategies and
energy-performance trade-offs for managing and moni-
toring distributed training.

ing time as a function of several explanatory variables
via a power-law functional form. More specifically,
with 7 as training time per epoch, m representing the
model architecture, p the maximum allowable amount
of power drawn from the GPU(s), ¢ the maximum allow-
able GPU clock rate, N as the number of GPU(s) utilized,
and € as an all-inclusive term accounting for all other
training and data-dependent characteristics (e.g., hyper-
parameter and other training settings), our model follows
the form:

t~ f(m,p,c,N,e)=a(-)N PV 0

where o(-) and fB(+) are a multiplicative and exponential
factor, respectively, that govern the strength of the scal-
ing relationship between ¢ and N. In particular, we focus
on f3, which we refer to as the characteristic scaling ex-
ponent, as it describes the strength or degree to which
training time scales with the number of GPUs. In other
words, on a log-log scale, & is an additive component
independent of N, while f is the slope or the multiplica-
tive component of the effect of N on t—our main ob-
ject of interest. As such, when in log-log scale, changes
in o will induce parallel shifts in the curve representing
the relationship between training time and GPU count
(i.e., across all GPU counts) and changes in § will af-
fect the curvature/slope of said curve (i.e., rate of change



between train time and GPU count). Note o and 8 can
also be functions of some of the explanatory variables de-
scribed. By varying p and c in our experiments, we can
simulate and study the effects of strategies that implic-
itly vary « and B that accelerate (or decelerate) training
time per epoch. The training time per epoch data versus
number of GPUs is then fit to a power law (Equation I)),
which describes the training time over several orders of
magnitude of compute.

Given our primary focus on the scaling relationship
and trade-offs between training time and number of
GPUs across different power and clock settings, we make
N and B the focal points of our functional power-law
form. We re-emphasize that our aim is an intention-
ally simplified model that focuses on the scaling rela-
tionships across different DL models and their respec-
tive domains/model classes, and leave other extensions
for future work.

To fit the models, we run log-log regressions by taking
the natural log of both sides of Equation [I|and estimat-
ing the parameters via least squares, using training time
per epoch as our response variable given our explana-
tory variable (N, number of GPUs). Scikit-learn [29]
was used to perform the model fitting and statsmodels
[37] was used for the statistical analyses. We fit said
model for each neural network architecture in each do-
main/model class across each power cap and clock rate
setting we performed from our experiments. To measure
the goodness of fit, we calculate the coefficient of deter-
mination, R2.

The simplified expression in Equation [T] allows us to
narrow our focus but, as such, it does not explicitly cap-
ture important variation in hyper-parameters like batch
size and model size which may affect training time scal-
ing. We also attempted log-normal fits and confirmed
that the power law specification better describes the rela-
tionships in the data, but more data and maximum like-
lihood fitting may lead to different parameter estimates
[8. We catalog the scaling relations for each of our
representative models and detail our findings and results
per model class/domain below. Overall, the high R?, the
large absolute magnitude of our estimated scaling expo-
nents B3, and the statistical significance of B from our
fitted log-log regressions lend confidence to the notion
that we are capturing real, meaningful scaling phenom-
ena rather than statistical noise.

4.1 Geometric Deep Learning

Significant architectural differences can change scal-
ing, even within classes of network topologies. To il-
lustrate the sensitivity of compute scaling to model topol-
ogy, even within domains/model classes, we show the

scaling behavior for our two GNN architectures in Fig-
ure B} DimeNet [23]] and SchNet [36]]. Both operate
on molecular graph data and are trained on the Quan-
tum Machine 9 (QM9) dataset [32]] but DimeNet is
a GNN that incorporates rotationally equivariant direc-
tional message passing, while SchNet uses continuous-
filter convolutions—results are shown in Table 2]

Both models exhibit power law scaling up to 416
GPUs with an R? > 0.90. DimeNet’s scaling exponent is
0.82+0.03 and SchNet’s scaling exponent 0.42 £ 0.05.
The 0.40 difference in the scaling exponents and the low
standard error indicate that the difference in scaling be-
tween the models is significant. From the diagram in Fig-
ure@]and results in Table@, we clearly see that DimeNet,
with additional parameters and rotational equivariance,
exhibits a much greater speedup (60x) per epoch as we
scale up the number of GPUs.

el o DimeNet o SchNet
102} Rt YO
e,
< RN
[¥] o~
o Sso
Q o~
[ LI
~ 10k o S~a
(9 S
£ TTe-e HIREN
= TTme—al T
100F © -l e_e
107 107
Number of GPUs
Figure 8: (GNNs) GNNs with directional message

passing exhibit significantly larger speedups with dis-
tributed training. Training time (in seconds) scaling for
GNN:ss. Note the steeper slope of DimeNet (in green).

Power and clock speed caps do not significantly im-
pact scaling exponents. We vary clock speed ¢ between
three setting caps (135, 735, and 1380 MHz) to simulate
different levels of GPU utilization for DimeNet (Figure
E]) and SchNet, trained on up to 256 GPUs. We find that
limiting the clock rate has a small effect on the scaling
exponent 3 for DimeNet (Table [3), with higher values
of ¢ resulting in smaller values of 3. As expected, de-
creasing ¢ increases the multiplicative constant o, re-
flecting slower training times for reduced GPU utiliza-
tion. Therefore, reducing the clock rate shifts the training
time scaling curve down (o), but does not alter the slope
of the curve (f3), demonstrating that the effects of chang-
ing/capping clock rates do not depend on the number
of GPUs. Due to communication bottlenecks, training
times for SchNet clearly deviate from power law scal-
ing beyond 64 GPUs for all measured clock rates. Un-
der 64 GPUs, the same behavior as seen for DimeNet
is observed, with clock rate having a minimal impact on
training time scaling.



Table 2: Log-log models regressing training time per epoch of each model against number of GPUs at 250 W power
and 1380 MHz clock rate (i.e., without any power/clock caps). B« gpus indicates the scaling exponent and each column

corresponds to a log-log regression fit of a model’s training time per epoch for each number of GPUs used across its
training.

Geometric Deep Natural Language Computer Vision
Learning Processing
Model DimeNet SchNet BERT ResNet50 VGGI16 InceptionV3
B Gpus 0.82 0.42 0.87 0.52 0.64 0.44
Goodness-of-fit R 0.99 0.90 0.97 0.95 0.98 0.93

Scaling training up to 256 GPUs at various power caps
(100, 200, and 250 W) are shown for DimeNet in Figure
[T0] For DimeNet the power cap has a minimal impact on
. the scaling exponent 3 (Table M), and training times are
© 13MHz . 735MHz . 1380 MHz nearly identical for 200 and 250 W. An increase in train-
ing times is seen at 100 W, reflecting under-utilization
of GPUs and a larger o parameter. SchNet demon-
strates near-invariance to different levels of power cap-
ping, due to communication bottlenecks and consistent
1 s under-utilization of GPU resources. We note that al-
] \:::::::-‘:::::::::A though power cap and GPU clock rate induce similar ef-
P B 6 32 64 128 256 fects, we systematically investigate varying both mech-
Number of GPUS anisms for completeness in order to determine optimal
Figure 9: (GNNs, DimeNet) Reducing the GPU clock ~ Scttings for energy savings.
rate increases the offset (non-distributed training ,
time), but does not affect the slope of distributed ° ¢ fow . 200w . 250W
training time scaling. Training time scaling for N
DimeNet at different GPU clock rates.

Time / epoch

Time / epoch

é Ali é 1‘6 3‘2 6‘4 158 256
Number of GPUs

Figure 10: (GNNs, DimeNet) Reducing the GPU

power below 200 W increases the offset (non-

distributed training time), but does not affect the

slope of distributed training time scaling. Training

time scaling for DimeNet at different GPU power caps.

Table 3: DimeNet log-log regressions of training time
per epoch on number of GPUs under different clock
speed limits but max power (250 W).

Clock speed (MHz) Bigpus Goodness-of-fit R

135 0.97 10 4.2 Natural Language Processing
735 0.90 0.99
1380 0.82 0.99 Transformer-based models show optimal compute

scaling. We investigated the impact of GPU power uti-
lization on compute scaling when training a BERT lan-
guage model with 110M parameters (BERT-Base) on
the WikiText-103 dataset. Figure shows the com-
pute scaling of BERT training at three different val-



Table 4: DimeNet log-log regressions of training time
per epoch on number of GPUs under different power
caps but max clock speed (1380 MHz).

Power (W) PBigpus Goodness-of-fit R*
100 0.93 0.99
200 0.84 0.99
250 0.82 0.99

ues of p using between 2 and 424 GPUs, where p €
{100W,200W,250W }. At any value of p, all GPUs are
capped at p as the maximum power setting and similarly
for clock rate limits c¢. These power caps simulate lower-
power hardware and models that are unable to fully uti-
lize the maximum power of a GPU, and also have impli-
cations for the energy efficiency of model training.

From the scaling exponents in Table 5] we show that
the power cap has a minimal impact on compute scal-
ing, over a wide range of p values, just as observed for
the graph neural networks. Instead, p is more impact-
ful on «, influencing shifts in train time per epoch in a
way that is invariant to, or across all, GPU counts. In-
terestingly, allowing more power consumption (i.e., in-
creasing p) does not always translate into shorter train-
ing time; for BERT, restricting the power usage to 200 W
(50 W below the maximum possible power usage) leads
to optimal training times below 424 GPUs. We observed
training time speedups of up to 76 x through multi-GPU
training. At maximum power (250 W), BERT also ex-
hibits the best scaling of any model considered here. The
scaling exponent 3 for BERT is 0.87 & 0.03 (Table ,
while the next best scaling network is DimeNet with
B =0.82+£0.03.

Table 5: BERT log-log regressions of training time per
epoch on number of GPUs under different power caps.

Power cap (W) Bsgpus Goodness-of-fit R?
100 0.91 0.99
200 0.86 0.99
250 0.87 0.99

4.3 Computer Vision

Convolutional neural networks exhibit similar com-
pute scaling behavior. The compute scaling results in
Figure (12| show the minimal differences between CNN

e 100W

e 200W e 250W

Time / epoch

Number of GPUs

Figure 11: BERT exhibits optimal distributed train-
ing time scaling, training time is minimally impacted
by GPU power restrictions. Training time scaling for
BERT NLP models at different GPU power caps.

models, despite the differences in implementations, size,
and architectural details. Across these different archi-
tectures, the maximum difference in scaling exponent
is 0.20. VGGI16 shows the best scaling with increas-
ing compute, although each architecture demonstrates an
overall training time speedup of 5x to 6x through multi-
GPU training.

Table 6: ResNet50 log-log regressions of training time
per epoch on number of GPUs under different power
caps.

Power cap (W) Bsgpus Goodness-of-fit R
100 0.83 1.0
200 0.83 0.99
250 0.84 0.99

The same shift observed for GNN and BERT models
in o, while B values remain stable, is seen for CNN ar-
chitectures when changing the clock speed limit from
135 MHz to 1380 MHz and changing the power cap
from 100 to 250 W (Table [6). Representative plots for
clock speed and power capping experiments are shown
for ResNet50 in Figures[13|and

5 Discussion

We conducted and reported results from over 3,400 ex-
periments training six different, representative DNN ar-
chitectures (DimeNet, SchNet, BERT, VGG16, Incep-
tionv3, and ResNet50) on up to 424 GPUs, monitoring
and analyzing GPU utilization and energy usage under
a variety of GPU power and clock rate settings. We
then use our experimental data to derive simple power-
law scaling relations that describe how training time per
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Figure 12: ResNet50 demonstrates superior training
time scaling below 100 GPUs, but VGG16 has better
scaling performance beyond 100 GPUs. Training time
scaling for vision.

e +  135MHz 735 MHz 1380 MHz

Time / epoch
8»
*

2 3x10" 4 6x10° 8

Number of GPUs

Figure 13: Reducing the GPU clock rate increases
the offset (non-distributed training time), but does
not affect the slope of distributed training time scal-
ing. Training time scaling for ResNet50 at different GPU
clock rates.
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Figure 14: Reducing the GPU power below 200 W in-
creases the offset (non-distributed training time), but
does not affect the slope of distributed training time
scaling. Training time scaling for ResNet50 at different
GPU power caps.

epoch changes as a function of compute resource avail-
ability (i.e., number of GPUs) and different settings in
power consumption and clock rates.

A general conclusion for all deep networks considered
is that reducing the GPU power cap leads to significant
energy savings with minimal adverse impacts on train-
ing speed/time. Our experiments show that 200 W is
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an optimal power cap for geometric, language, and vi-
sion models that decreases total energy consumption, on
average, by at least 10% with a negligible decrease in
training speed (i.e., negligible increase in training time
per epoch). The results of this work are being used in
an operational, peta-scale supercomputing system to op-
timally allocate compute resources to minimize training
time for DL models, maximize utilization of compute,
and decrease energy usage.

We also find that all models under-utilize GPU mem-
ory and display significant variation in memory utiliza-
tion during distributed training, which may be indicative
of an opportunity for software and model architecture op-
timizations to fully utilize modern hardware when scal-
ing up GPUs for training.

Finally, our empirical model, fit on our experimen-
tal data, shows that training time scaling can be well-
described by power laws which are robust to training
time behavior up to hundreds of GPUs across many of
our representative deep networks. We show that our
empirical power-law model can serve as a preliminary
diagnostic tool to simulate and evaluate how different
energy-efficient mechanisms affect these scaling behav-
iors, which we hope can be improved upon in future
work; for instance, through this framework, we demon-
strate that reducing the GPU clock rate and power con-
sumption has a negligible influence on the scaling of dis-
tributed training, but has a significant impact on the over-
all training time execution. Lastly, our framework offers
a way to quantitatively capture and compare scaling be-
haviors of how well different networks leverage increas-
ing resources via their respective scaling exponents.

We anticipate that our findings will inform HPC cen-
ters, cloud providers, researchers, and future work look-
ing to develop tools to optimize resource allocation with
energy-savings in mind. For example, HPC centers may
increase compute allocation to users who incorporate the
energy saving settings and scalable network architectures
described in this work into their workflows. Our future
work will investigate the full carbon footprint of these
workloads in further detail, along with the impacts of
optimized scaling on neural network performance (i.e.,
training to a desired level of performance). Given the in-
tensive compute resources required to conduct such scal-
ing studies, we intend to make all experimental data from
this study publicly available. as part of the MIT Super-
cloud Datacenter Challenge [35]] viathis https URLL
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Appendix A Supplementary Figures

Due to computational resource constraints, GPU uti-
lization and energy consumption data at 200 and 100
W power caps are shown below only for BERT and
ResNet50.
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Figure 15: Variation in GPU utilization during train-
ing increases with an increasing number of GPUs at
a 200 W power cap.
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Figure 16: Variation in GPU utilization during train-

ing increases with an increasing number of GPUs at
a 100 W power cap.
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Figure 17: The effects of power capping to 200 W (re-
duced energy consumption without impacting train-
ing speed) persist with distributed training at 128
GPUs. Training speed and total training energy on dif-
ferent GPU power capping settings when trained with
128 GPUs. Values are normalized to training speed and

energy without power capping (250 W).
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