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Abstract—We present initial findings from an experiment
where we used Semantic Free Utterances — vocalizations and
sounds without semantic content — as an alternative to Natural
Language in a child-robot collaborative game. We tested (i)
if two types of Semantic Free Utterances could be accurately
recognized by the children; (ii) what effect the type of Semantic
Free Utterances had as part of help-giving behaviors with in
situ child-robot interaction. We discuss the potential benefits and
pitfalls of Semantic Free Utterances for child-robot interaction.

Index Terms—child-robot interaction, semantic free utterances

I. INTRODUCTION

An alternative to using Natural Language in child-robot

interaction (cHRI) is the use of Semantic Free Utterances

(SFUs)[6]. Using the terminology of [6], a distinction can

be made between Gibberish Speech (GS), i.e., vocalizations

of meaningless strings of speech sounds that resemble human

speech, and Non Linguistic Utterances (NLU), i.e., nonvocal

re-created sounds that show no resemblance to natural lan-

guage or speech (e.g., beeps, whirrs). However, existing work

provides limited information about: (i) which types of SFU

(i.e., GS or NLU) are more effective in real-life scenarios,

where SFUs are coupled with robot’s actions, and (ii) the

effect SFUs have on in situ child-robot interaction, as existing

work only focuses on video-based evaluations [2], [3]. To

explore the aforementioned gaps, we conducted an exploratory

study to evaluate the effects of GS and NLU in a child-

robot collaborative game. We focused on a widely studied

aspect of peer collaboration i.e., help-giving [5]. Our aim was

twofold: (i) to investigate if SFUs can be accurately recognized

by the children in a real-life help-giving context; and (ii) to

investigate how two types of SFUs (i.e., GS and NLU) impact

the perceived help-giving of robot behaviors in the game.

II. METHOD

Setup and procedure. Eighteen Dutch children (N = 18;

age: M = 9.16, SD = 0.38; 8 males, 10 females) in same-

sex couples played a tangible 4x4 pair-matching memory

game (see Fig. 1) with a non-anthropomorphic robot, i.e.,

Festo Robotino1, which was remotely controlled. To support

ecological validity, the experiment was carried out in the gym

of the school of the children. The goal of the game is to match

all pairs of identical objects hidden under crates in a sequence

of rounds. In each round two crates can be lifted to see if

1http://www.festo-didactic.com/

the objects match. The first rounds usually consist of making

guesses — there is no information about the hidden objects

yet — but after a few of rounds enough information should

be available to make a match, if the objects are remembered.

The robot — a help-giving peer [7] — assisted to find pairs of

objects in the game. The knowledge of the robot was always

equal to maximum possible knowledge of the children. The

robot gave help by providing game move suggestions when

the possibility of matching a pair of objects was possible from

the knowledge of the game, but otherwise it would follow and

watch the children making guesses.

Help-giving behavior design. We designed the help-giving

robot behavior movements to suggest a good game move by

nudging the crate hiding an object that could be matched.

In the NLU and GS condition, we paired these movements

with either an NLU or GS sound matching the time of

the movements, i.e., both 2.68 seconds. For the NLUs we

used synthesized metaphoric auditory icons [6]. For the GS,

we inspected prosodic characteristics of children’s suggestive

speech in a Dutch child-child collaboration corpus [1] and

tried to replicate those prosodics with a sustained /m/ -sound.

Conditions. We designed the study as a between-subjects

experiment with three conditions, each with six participants:

the two types of SFUs, Gibberish Speech and Non-Linguistic

Utterances and a no-sound control condition (NS). The manip-

ulation was applied only to the sounds, the robot movements

were equal across conditions. We hypothesized that: (H1)

SFU sounds will be perceived as being more help-giving than

no sound, and in particular, (H1a) GS will be perceived as

being more help-giving than NLU and no sound, because

GS conveys more paralinguistic cues [4] and NLUs can be

more prone to ambiguity [3]. For the latter reason, (H2) the

recognition rate of the intention of the sound (help-giving

suggestion) for GS will be higher than for NLU.

Evaluation. To evaluate if the children recognized the in-

tention of the sounds (H2), we did an ex-post recognition

test in the GS and NLU conditions. The children had to

match the sounds — replayed during this time — to four

cartoon-like images depicting the intentions of the sounds (i.e.,

suggestion, doubt, error, reward). To evaluate the effect of

our manipulation on the perceived help-giving of the robot

behaviors on the game (H1, H1a), we used observational

methods. Two coders observed compliance to suggestion rate

(number of times complied to help-giving suggestions divided
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Fig. 1. The setup of the tangible 4x4 pair-matching memory game.

by total number of help-giving suggestions) and average game-

round duration (i.e., total game duration divided by number

of rounds in the game). The rationale behind these measures

is to have an objective overview of the children’s perception

of the help-giving behavior in a collaborative game context.

We operationalized the robot being perceived as help-giving

when there is: high compliance to help-giving suggestion rate,

resulting in a low average round game duration. We think that

if there is perceived help-giving, compliance will be high, the

children will be decisive and therefore the rounds will be short.

Consequently, if there is no or less perceived help-giving, the

compliance will be low, the children are more indecisive, and

the game rounds will take more time.

III. RESULTS AND DISCUSSION

The recognition of the help-giving sounds was higher in

the GS condition (85%) than in the NLU condition (20%).

A three-way ANOVA with post-hoc Bonferroni correction

showed that the participants took less time on average each

round (F (2, 15) = 4.202, p = .036) in the NLU (M = 17.76,

SD = 3.41) than in the NS (M = 28.36, SD = 10.62) condi-

tion, but no differences between GS (M = 19.92, SD = 3.16)

and NLU or NS were found. The same trend emerged for the

rate of compliance (F (2, 15) = 8.152, p = .004), where the

rate was lower in NLU (M = 0.69, SD = 0.02) than in NS

(M = 0.90, SD = 0.22), and again no differences between

GS (M = 0.78, SD = 0.20) and NLU or NS were found. Our

findings provide insights on (i) the recognition of help-giving

SFUs in a game context and (ii) how the interpretation of

SFUs affects perceived help-giving of the robot on the game.

Quantitative analysis. As expected (H2), the children were

able to match the GS to its intention with a better recognition

rate than the NLU. We assume that the stronger paralin-

guistic cues carried by the GS helped the children in the

recognition [4]. Additionally, the results of the recognition

of the NLUs show that they lead to more ambiguity in the

interpretation of the intention. This is partly in line with the

literature on NLUs [2]. Without the SFUs, the intentions of

the actions were clear to the children, as the high compliance

in the control condition (NS) shows. Therefore, the actions

by themselves were not ambiguous, but when combined with

the NLU, they were misleading to the children. We expected

SFU sounds to be perceived as more help-giving than no

sounds (H1), specifically for GS (H1a). We hypothesized that

perceived help-giving would result in a high compliance to

suggestion rate and therefore a fast round time. However, for

NS, we observed a significant higher compliance rate and

slower round time compared to NLU. We think that NLU

behavior caused more indifference to robot suggestions as the

NLU sound part was not well recognizable. But, we expected

that a lower compliance rate for NLU would result in slower,

not faster round time.

Qualitative analysis. To explain why in the NS condition the

children had a higher rate of compliance, but were slower

in finishing the rounds compared to the NLU condition, we

performed qualitative analyses on the video recordings. We

observed that the children in NS were rather confused by the

absence of sounds and this led them to play the game very

passively and await robot suggestions. Conversely, the children

seemed more engaged with the game in the NLU condition,

which can be substantiated by the slower game time. The

children in the GS condition seemed more engaged with the

game and the robot, which is in line with the high recognition

of sound intention (help-giving 85%). Here, we also observed

more ‘collaborative’ behavior (e.g., joint-actions) with the

robot, which was lacking in the NLU condition where the

participants played the game ignoring robot help-giving.

Conclusion. Our preliminary results suggest that when design-

ing help-giving SFU robot behaviors for cHRI, it is important

to not only investigate the recognition of the behaviors, but

also how the recognition of the behaviors will affect the robot

interaction; as demonstrated by the passive and compliant

behavior of the children in the control condition, the excluding

behavior, but fast rounds in the NLU condition, and the

collaborative and recognizable behavior in the GS condition.

Future Work. We will run a bigger study combining our

results to investigate the interaction between SFU recognition

and children’s behavior. We will incorporate our annotation

scheme with some of the qualitative interaction features that

proved to be informative.
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