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Abstract—Discrimination and bias are pressing issues of many 
AI and robotics applications. These outcomes may derive from 
limited datasets that do not fully represent society as a whole or 
from the AI scientific community’s western-male configuration 
bias. Although being a pressing issue, understanding how robotic 
systems can replicate and amplify inequalities and injustice 
among underrepresented communities is still in its infancy 
among social science and technical communities. This workshop 
contributes to filling this gap by exploring the research question:
What do diversity and inclusion mean in the context of Human- 
Robot Interaction (HRI)? Here, attention is directed to three 
different levels of HRI: the technical, the community, and the 
target user level. Overall, this workshop will focus on the idea that 
AI systems can be created to be more attuned to inclusive societal 
needs, respect fundamental rights, and represent contemporary 
values in modern societies by integrating diversity and inclusion 
considerations. 

Index Terms—Diversity, Inclusion, Equity, Human-Robot In- 
teraction, Accessibility, Global South, Gender, LGBTQAI+

I.  INTRODUCTION

Robot technologies help automate industrial, retail, and 
farming sectors and, lately, healthcare, education, and pub- 
lic service. While robots and Artificial Intelligence can in- 
crease resource efficiency and productivity, automating parts 
of society reserved once only to humans is nonetheless not 
straightforward and raises particular ethical, legal, and societal 
concerns [1]–[3]. A growing global concern is that AI systems 
may exacerbate and reinforce stereotypes and biases that 
different societies have with respect to gender, age, race, and 
sexual orientation [4]–[6]. For instance, face recognition sys- 
tems having difficulty recognizing dark-skinned women and

content moderator tools automatically flagging drag queens’ 
explicit use of language as toxic, thus preventing them from 
freely communicating online [5], [7]. These outcomes may 
derive from limited datasets that do not fully represent the 
society as a whole or from the AI scientific community’s 
structural and systematic configuration biases [8], [9], yet they 
are extremely influential [4], [10], [11].

Nowadays, there is an exponential growth of personal voice 
assistants that can socially interact with users [12]. A common 
feature of these artifacts is that they are given female names, 
have female voices, and usually display a servile personality 
engineered to please users all the time [12]–[14]. When 
artificial agents become embodied, the situation changes. A 
recent study has unveiled that only 15% of the robots in the 
Anthropomorphic roBOT (ABOT) dataset [15] are perceived 
as feminine, and none of them as androgynous [16]. Alesich 
and Rigby [12] also note how feminine robots are usually 
employed in gender-stereotypical roles: house-cleaners, care- 
takers, and child-minders, among the others. The use of female 
and masculine voices / robots in serviceable and medical 
contexts reinforces gender stereotypes about the role women 
and men should (or should not) play in society [17]. These 
are usually biases rooted in oppressive gender inequalities that 
have existed throughout history and are typically exacerbated 
by the lack of diversity of the technical teams developing 
algorithms and robots, which usually work in companies with 
significant gender disparities in their board of directors [18], 
[19]. Similar concerns are found in other AI applications, 
namely in algorithms for medical applications [20], gender
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classifiers for marketing, social media platforms, or recruiting 
practices, resulting in disparities in hiring [21]. Likewise, 
sex robotics mostly targets cisgender heterosexual men and 
objectifies women’s bodies [22]. 

The scientific community widely supports the idea that inte- 
grating gender and sex factors in research makes better science 
[23], [24]. However, many disciplines struggle to account for 
diversity. Authors continuously report that “inequality and a 
lack of gender diversity still exist in medicine, especially 
in academia and leadership” [25]; that “when we look to 
the diversity in immunology research labs, overwhelmingly, 
women, people of color, and LGBTQIA+ scientists are un- 
derrepresented among the laboratory head and top leadership 
roles” [26]. The AI community is by no means different in 
this respect, as highlighted by recent studies that explored 
gender biases in the community, i.e., “our results indicate a 
huge gender unbalance among authors, a lack of geographical 
diversity” [27]. However, missing sex and gender consider- 
ations in the development of robotics can lead to adverse 
consequences for society that range from exacerbating existing 
biases and stereotypes (which are prohibited by law) to the 
safety concerns related to misgendering a person in health- 
related applications [6], [20].

II.  I  NCLUSIVE HRI WORKSHOP

Although being a pressing issue, understanding how robotic 
systems and their AI can replicate and amplify inequalities 
and injustice among underrepresented communities is still 
in its infancy. This workshop contributes to filling this gap 
by exploring the research question: What do diversity and 
inclusion mean in the context of HRI? 

This full-day workshop aims to provide a forum to share 
experiences and research insights on identifying, addressing, 
and integrating Diversity, Equity, and Inclusion (DEI) aspects 
in HRI. We cover DEI in terms of design and application of 
robotic technologies, as well as research methods and commu- 
nity. We build on seminal work developed in this area by the 
GenR workshop 1 at RO-MAN 2021, the ongoing Special Issue 
Gendering Robots: Ongoing (Re)configurations of Gender in 
Robotics on the International Journal of Social Robotics 2 , the 
Gendering Algorithms initiative at Leiden University 3 , and the 
Diversity, Equity, and Inclusion for Embodied AI (DEI4EAI) 
initiative 4 created by the 4TU Federation in collaboration with 
Leiden University in the Netherlands. 

Our goal is to raise awareness of the importance of DEI 
in HRI to avoid exacerbating existing biases and stereotypes 
or creating new ones. Extended time for discussions will 
highlight and document promising research directions and 
approaches to encourage further work in this area. A large part 
of this effort is to bring together a community of researchers 
by strengthening existing connections, and building new ones 
under the topic of diversity and inclusion.

1 https://sites.google.com/view/ro-man21-genr-workshop/home
2 https://www.springer.com/journal/12369/updates/19292566
3 https://www.genderingalgorithms.org/
4 https://www.dei4eai.com/

III.  F ORMAT

The workshop format will combine informative sessions, 
panel discussions, and audience engagement. We plan themed 
discussion sessions around the key topics raised by accepted 
paper submissions. A large part of the workshop will be 
devoted to discussing the next steps in making HRI more 
diverse, equal, and inclusive. Panel discussions and groups will 
be composed of representatives from different backgrounds 
to integrate the necessary perspectives in this endeavor. We 
will ask the authors of the accepted papers and the HRI 
community to provide questions or raise pressing issues that 
provide starting points to boost discussion. To do so, we will 
create a QA dedicated page on our website.

IV. AUDIENCE AND D ISSEMINATION

In this workshop, we want to bring together researchers 
and practitioners from a wide range of backgrounds, including 
computer science, engineering, ethics, law, gender studies, and 
HCI, interested in making HRI more inclusive and diverse. We 
encourage researchers to attend the workshop even without a 
paper submission. Our goal is to maximize community engage- 
ment to further increase awareness of DEI issues. A careful 
dissemination plan will be laid out to ensure that the call for 
papers and later also a call for participation is distributed via 
various mailing lists, social media, and networks. A workshop 
website (https://sites.google.com/view/dei-hri-2022/) has been 
created to provide information about the workshop, dissem- 
inate the accepted papers, and promote community building. 
People wanting to be part of the DEI-HRI community can fill 
out the form on our website: https://sites.google.com/view/dei- 
hri-2022/community.

V. S UBMISSIONS AND E XPECTED O UTCOMES

We invite authors to submit extended abstracts (up to 2 
pages, excluding references) and short papers (up to 4 pages, 
excluding references) on a range of topics relevant to DEI in 
HRI. Since we hope to learn from other fields of knowledge 
and form new connections with related research communities, 
we also welcome submissions from researchers outside of the 
HRI community. We particularly welcome HRI and Social 
Robotics research focusing on accessibility, disability and 
ableism, LGBTQIA+, intersectional feminism, neurodiversity, 
the global south, gender, sexual orientation, race, ethnicity, 
disability, or religion. 

All papers should be submitted in PDF format using the 
IEEE two-column format on EasyChair, and will be peer- 
reviewed based on their originality, relevance, technical sound- 
ness, and clarity. Paper acceptance requires that at least one 
author registers for and (virtually) attends the workshop. After 
the conference, we will provide online access to the workshop 
proceedings on the workshop website with the authors’ per- 
mission. In addition, the organizers will coordinate a White 
Paper on the topic of Inclusive HRI with the contribution 
of authors and participants, thereby further disseminating 
ideas and discussions developed during the workshop and 
establishing a clear road map to pursue DEI in HRI.
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