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Fig. 1: The four test sequences used in the exploration exper-
iment. (a) (b) Courtesy of InterDigital.

ABSTRACT

In the context of the development of MPEG-I standard for
immersive video compression ISO/IEC 23090-12 (MIV), the
need of handling scenes with non-Lambertian materials arose.
This class of material is omnipresent in natural scenes, but
violates all the assumptions on which depth image-based
rendering (DIBR) is based. In this paper, we present a
view-synthesizer designed to handle non-Lambertian objects
with DIBR, replacing the classical depth maps by multi-
coefficients non-Lambertian maps. We report the results of
the exploration experiments on Future MIV designed to test
this rendering method against the classical DIBR approaches,
and demonstrate promising results on all the tested sequences.

Index Terms— MPEG-I, standardization, view synthesis,
DIBR, non-Lambertian
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1. INTRODUCTION

Depth image-based rendering (DIBR) [1] is a view synthe-
sis method that recreates the parallax of a scene by warping
the pixels of the input images according to their disparity, in-
versely proportional to their depth. This technique, based on
the assumption that the scene is Lambertian, is the core basis
of MPEG-I’s 6DoF view synthesizer RVS [2, 3, 4, 5]. Since
the creation of DIBR, many advances have been made to solve
the problems specific to this technique, such as disocclusions
handling [6, 7, 8, 9], cracks in the objects [10, 11], color cor-
rection [12] or ghosting [13]. However, advances focusing on
non-Lambertian objects remain in the minority and require
additional information such as geometry and normals or prior
knowledge of the background [14, 15] or handle only planar
specular reflection [16, 17].

A call for new test material including non-Lambertian ob-
jects [18] has brought to MPEG-I new challenging video [19,
20, 21, 22] that classical DIBR algorithms fail to render with
high fidelity. In order to handle such scenes with a DIBR-
based method, RVS has been extended to RVS 4.0 that re-
places traditional disparity maps by non-Lambertian polyno-
mial maps, which describe the non-linear displacement of fea-
tures visible on non-Lambertian surfaces [23, 24]. To test the
performance of the view synthesizer on this specific content,
an exploration experiment has been designed to compare our
results with single depth map DIBR [25, 26].

2. PROPOSED METHOD

RVS 4.0 is based on the observation that features observed
on the surface of non-Lambertian objects move non-linearly
with respect to a linear camera movement, contrary to diffuse
objects, which parallax is inversely proportional to their dis-
tance to the camera. As described in [24], two polynomials of
degree up to three model this displacement.

For a Lambertian object, the pixel (px, py) displacement
in function of the camera (x, y) displacement in a camera ar-
ray depends only on the object depth d and focal length f :
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For non-Lambertian objects, however, this displacement
also depends on the normal of the objects, the refraction index
and the geometry of the surrounding scene, so a closed-form
equation is impossible to formulate. Instead, we approximate
the pixel displacement by a two-variables polynomial func-
tion of the camera position:

px = Px(x, y)

py = Py(x, y)
(2)

For a forward-backward camera movement (z direction),
the ray is projected in the input camera plane and the pixel
displacement approximated. In practice, these polynomials
are of degree up to three (eg. eighteen coefficients, nine for
Px and nine for Py) to model more complex non-Lambertian
objects. In simple cases, such as planar reflections where the
pixel movement is linear and corresponds to the depth of the
reflected object, one coefficient is enough: Px(x, y) = a0x
and Py(x, y) = a0y. The choice of the degree is done manu-
ally, depending on the scene type. Based on the detected pixel
displacements among the views, the non-Lambertian objects
can be segmented [27], but it is not sufficient to choose the
most suited polynomial degree. First, in the case of a low
number of input views to compute the maps, low degree poly-
nomials are needed to avoid overfitting (contrary to stereo
depth estimation, polynomials are an approximation). Sec-
ond, in the case of a weak accuracy of the matching (texture-
less areas, repetitive patterns), false positives can occur on
objects that should be modeled by low degree polynomials
(Lambertian objects and planar mirrors).

The polynomials are computed pixel-wise given the opti-
cal flow between input images (exactly like a depth map com-
putation). We provide an ablation study on the required preci-
sion (number of bits) of the polynomials coefficients and their
degree in [24].

Those coefficients do not bring information on the object
geometry, but describe how their apparent features are dis-
placed with the camera movement. Hence this method is de-
signed for non-Lambertian objects where clear features are
identifiable among the input images, such as mirrors, specu-
larities and refracted objects. Consequently, failure cases in-
clude small multi-faceted objects and surfaces where no fea-
tures are recognizable.

Additionally to the coefficients of the polynomial, we use
a traditional depth map to render the diffuse objects, which
are identified with a mask. Occlusions are handled with the
diffuse depth maps as the polynomial maps do not contain ge-
ometry information. In this experiment, we used the ground
truth depth map for occlusion handling and diffuse object ren-
dering.

Ground truth Estimated Polynomial
(Proposed)

Cadillac 28.35 20.40 26.43
Mirror 25.47 26.40 25.54

Magritte T 30.66 25.18 31.12
Magritte M 31.30 25.97 33.76

Table 1: Average PSNR (dB) for each kind of depth map
(ground truth, estimated and polynomial).

Ground truth Estimated Polynomial
(Proposed)

Cadillac 34.16 24.90 32.07
Mirror 30.11 32.34 31.40

Magritte T 36.92 31.68 40.34
Magritte M 36.74 32.81 41.64

Table 2: Average IV-PSNR (dB) for each kind of depth map
(ground truth, estimated and polynomial).

3. DATASETS

In this paper, we focus on synthetic ray-traced datasets, where
the geometry of the object is available through ground truth
depth maps. The datasets are 17-frames video test sequences
of MPEG-I arranged in camera arrays. They present vari-
ous kinds of non-Lambertian objects: Cadillac [22] has a
transparent showcase with reflections and a glossy car with
a transparent windshield (Figure 1a), Mirror [19] shows a
planar mirror and a small curved mirror (Figure 1b) and
Magritte [21] presents two versions of a ball: one fully re-
flective (Figure 1c), the other fully refractive (Figure 1d).
The resolution is 1920 × 1080 for Cadillac and Mirror and
2000× 2000 for Magritte sequences.

4. EXPLORATION EXPERIMENT

We compare the datasets in three experimental condi-
tions: ground truth depth map for every object; estimated
depth maps with IVDE [28]; ground truth depth maps for
Lambertian-objects and polynomial maps for non-Lambertian
objects (proposed). IVDE is MPEG-I’s new reference
depth estimator, enabling view consistency thanks to micro-
segment matching instead of pixel matching, improving over
DERS - the former depth estimation reference software of
MPEG-I, a multi-stereo depth estimator with graph-cut re-
finement [29]. The polynomial maps have one coefficient
for Magritte and Cadillac, based on an IVDE estimation, due
to the small number of available input images (higher de-
gree polynomials would overfit the pixel displacement), and
four coefficients for Magritte Mirror and eighteen coefficients
for Magritte Transparent (based on preliminary results on the
dataset [30]). For Mirror and Cadillac, we used four input im-



(a) Reference (b) Ground truth depth (c) Estimated depth [28] (d) Polynomial map [24]

Fig. 2: Zoomed details on a synthesized view of the dataset Cadillac.

ages to synthesize the novel views. Those views correspond
to the corner of the 5 × 3 camera array of the dataset. For
Magritte sequences, we used nine input images evenly spaced
in the 21× 21 square camera array of the dataset.

The experiment consists in synthesizing the other views of
the camera arrays using RVS 4.0. Objective metrics (PSNR
and IV-PSNR [31]) are computed on the 17 frames of the syn-
thetic cameras. IV-PSNR is an error metric designed for im-
mersive video: instead of the pixel-wise error, it allows a win-
dow of displacement to find the best matching pixels within a
user’s unnoticeable shift range.

The objective results are reported in tables 1 (PNSR) and 2
(IV-PSNR). Depending on the sequence and nature of the
non-Lambertian objects, the best performing type of depth
map varies. We explain those differences using the visual re-
sults in the following paragraphs.

Cadillac As most of the non-Lambertian content of this se-
quence consists of semi-reflections (red car with superim-
posed reflections and inside of the shop with superimposed
reflections), the ground truth depth maps reach the best ob-
jective results. Indeed, the general color is mostly correct in
non-Lambertian objects. Moreover, the ground truth depth
maps do not suffer from geometric errors as the estimated
depth maps do. However, we can observe geometrically in-
consistent reflections in the car hood, handled more correctly
when using polynomial maps (Figure 2).

Mirror Reflections in planar mirrors behave as Lambertian
objects placed behind the mirror instead of on the mirror sur-

(a) Ground truth depth

(b) Estimated depth map

Fig. 3: Depth maps for mirror sequence. For non-Lambertian
objects, the geometry (a) does not correspond to the perceived
disparity (b).



(a) Reference (b) Ground truth depth (c) Estimated depth [28] (d) Polynomial map [24]

Fig. 4: Zoomed details on a synthesized view of the dataset Mirror.

face, as illustrated in Figure 3. Hence, the ground truth depth
map, indicating the depth of the mirror surface, induces ghost-
ing artifacts (Figure 4). Additionally, the reflected objects
should be limited to the limits of the mirror frame, which is
not the case with the estimated depth maps, causing bleeding
artifacts around the mirror’s frame. Using apparent disparity
(polynomial map with one coefficient) with knowledge of the
physical depth of the mirror solves this problem. Ghosting ar-
tifacts also appear in the small curved mirror for ground truth
depth maps. Polynomial maps have failed on the small curved
mirror.

Magritte sequences We observe ghosting when using the
ground truth depth maps, because the apparent disparity is
too different from the inverse of the depth (similarly to Fig-
ure 3). Using the estimated depth map gives acceptable re-
sults though blurrier than the polynomial depth, computed
with four coefficients for the mirror version and eighteen for
the transparent version.

5. CONCLUSION

We presented a comparison between three types of input maps
for DIBR methods for non-Lambertian objects rendering: ge-
ometrical depth, estimated disparity and polynomial pixel dis-
placement. Depending on the type of non-Lambertian object
targeted for rendering, the best solution varies: for fully re-
fractive or reflective non-planar objects, a polynomial approx-
imation is best suited. For planar mirrors, classical DIBR with
estimated depth maps leads to better results in terms of ob-

jective metrics. For semi-transparent and semi-refractive ob-
jects, it would be interesting to explore new solutions, able to
segment the transparency layers [17] of the non-Lambertian
objects.
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