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Abstract—Teaching analytics have been studied for many years
with the aim of analyzing and improving the teaching process.
To discover and amass teaching knowledge efficiently, we must
extract the various teaching activities from educational data.
However, data cannot be collected in face-to-face classes as
efficiently as through online learning. In this paper, through the
use of e-book logs, we describe a method of efficiently collecting
and analyzing educational data. Moreover, we describe a novel
approach to practicing teaching analytics in face-to-face classes;
one which enable us to extract the teaching activity efficiently
and accurately.
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Data Mining;

I. INTRODUCTION

Various learning logs can be collected using digital-learning
tools, and these can be analyzed as a means of improving the
learning and teaching process. The development of learning
analytics has been largely linked to the development of online
learning, which allows the efficient collection of data on
learners or teachers. However, in a face-to-face class, such
data cannot be collected in the same manner, and in a blended
class (e.g., a face-to-face class using e-books), data on the
online learning of learners but not teachers can be analyzed.

A. Related Work

Teaching analytics for face-to-face classes have been re-
searched for many years. In particular, determining the teach-
ing activity from data is highly important. In one attempt to
address this, Aitkin et al. proposed the statistical modeling
of data as a means of representing various discriminative
teaching activities [1]. The various knowledges of the teaching
activities that these researchers discerned in their study may
allow teachers to complement each other. However, the cost of
collecting the data required to extract the teaching activities is
very high in terms of time and effort. Recent developments in
information technology and digital tools, have made it possible
to collect various data for teaching analytics. Although some
basic studies exist that involved the use of data collection and
analytics to extract teaching activities [2], [3], the variables
based on the teaching activities are usually manually deter-
mined by domain experts. Although the produced teaching
activities or hypotheses are easily understandable, the results
depend on the knowledge of domain experts. Furthermore,
the preparations for considering such variables of teaching
activities are very time-consuming. Prieto et al. attempted

to determine teaching activity by using automatically extract
orchestration graphs [4], and the results showed that the
extracted orchestration graphs represent teaching activities in
practice, and are useful for planning the next class. The re-
searchers also took an impressive first step towards data-driven
teaching analytics by employing various wearable sensors.
However, teaching analytics using IT and digital tools are still
at an early stage, and the cost of using such digital tools for
large-scale verification is high. Moreover, unfortunately, the
wearable sensors or and other direct monitoring tools are only
useful for analysis, but not for learning or teaching.

B. Our Contribution

In this paper, as written below, we take a novel approach
for practicing teaching analytics in face-to-face classes; one
which enable us to extract the teaching activity efficiently and
accurately.

First, to collect the data efficiently (without optional devices
or tools) in a face-to-face class, we use e-books with logs. An
e-book system is not only useful for providing course materials
but is also useful for collecting learning logs. While e-book
logs have mainly been used for analyzing learning styles (e.g.,
[5]–[7]), in this study, we focus on logs that concern the
slides that a teacher shows in class and logs that show what
students reading. Teachers usually do not retain the same logs
as students (e.g., memos or highlights are usually not used
during class), however, for example, the page transitions may
indicate the teaching activity orchestrating the class.

Second, to extract the teaching activity accurately and effi-
ciently, we consider the page transition as time-series data, and
provide a novel analysis scheme using time-series shapelets
[8]–[11] (we call shapelets for short). Shapelets-based time-
series classification methods can provide us with data-driven
and interpretive variables (to be described later) from time-
series data. In contrast to several methods based on manual
coding variables (e.g. statistical values of time windows),
shapelets-based methods do not require explicit variables and
automatically extract the discriminative variables from data.
Hence, observing the extracted shapelets from teachers help
us to efficiently find important teaching activities.

Finally, the results show that our analysis succeeded in ex-
tracting the teaching activities accurately. Further, we observe
that time-series analysis based on shapelets gives us concrete
and interpretive teaching activity.



II. DATA COLLECTION

A. Using E-book Logs

In some classes at our university, an e-book system is
employed. The teachers show slides and students read the
slides on their terminals, as shown in Figure 1.

Figure 1. A class using e-books.

The e-book system allows us to efficiently collect various
logs on learners or teachers, such as the page numbers users
are viewing, memos, and other learning actions and along with
the time (e.g., Table I).

TABLE I. EXAMPLE OF E-BOOK LOGS

User Slides Name Page Time · · ·
Teacher 1A Statistics 1 3 16/04/30 08:50:09 · · ·
Student 1B Statistics 1 4 16/04/30 08:50:15 · · ·
Student 1C Statistics 1 3 16/04/30 08:50:20 · · ·
Student 1B Statistics 1 5 16/04/30 08:50:21 · · ·
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.
.
.

.

.

.
.
.
.

.

.

.
Student 2C English Read. 2 22 16/05/23 13:34:30 · · ·
Teacher 2A English Read. 2 25 16/05/23 13:34:32 · · ·

In this study, we collected e-book logs from seven “Informa-
tion science” courses that were taught by four teachers during
first semester of 20161. All of the materials for teaching are
shared in the courses. We provide the details of the seven
courses in Table II. The materials contain 32 sets of slides
based on the course contents. Each teacher may choose several
sets of slides for classroom use. In each lecture, the teacher
teaches for 90 minutes; the five courses taught by teachers
A, B, D consists of a total of 15 lectures in the semester,
and the remaining two courses, taught by teacher C, consists
of a total of eight lectures in the semester. The number of
students in each course are also described in Table II. Although
the disciplines of the students are biased by the courses, we
performed our analysis without referring to any influence the
bias may create.

B. Time-Series Data on Page Transitions

This paper focuses on the teachers’ and the students’
page-view logs. We believe that we can use these logs to
observe some teaching activities that relate to controlling the

1In fact, there are nine courses taught by five teachers in total, but one of
the teachers did not use the e-book system in two courses.

TABLE II. DETAILS OF SEVEN “INFORMATION SCIENCE” COURSES

Course ID Teacher # students # lectures
c1 A 26 15c2 46
c3 B 109 15
c4 C 165 8c5 239
c6 D 111 15c7 43

class (e.g., teaching speed that considers students’ learning
capabilities).

First, using time-stamp data as in Figure I, we created a
time-series data of page-view numbers for each student and
teacher. To create contiguous time-series data, we simply fill
the last-viewed page number for each time of non-stamped
time. For example, in Figure I, “student 1B” did not stamp
from 08:16 to 08:20; hence, we fill the last value, “4”
at 08:15 and, thus, we can create a contiguous time-series
(4, 4, 4, 4, 4, 4, 5) from 08:15 to 08:21.

Second, in one of the main points of this paper, we create
secondary data that is defined by the differences between the
pages that the teacher is showing and those that each student is
viewing, which we call DPTS. Moreover, to observe teaching
activities that can provide information on the expertness of
each teacher (e.g., image recognition, information theory,
robotics), a DPTS is created for each content, yielding 32
DPTSs in total. The value of each data point in the time series
in a DPTS is defined as the page number of a student minus the
page number of the teacher at a given time in seconds. Hence,
the value of DPTS at time p indicates following properties:

• If the value is positive, then student i is ahead of the
teacher.

• If the value is negative, then a student i is behind the
teacher or reviewing.

• If the value is “0”, then student i is following the teacher2.
The motivation for using DPTS is as follows; first, the page

number itself does not have a meaning, but the value of the
difference might indicate whether students are able to follow
the teacher; second, in our prior analysis, we observed that all
of the distributions of DPTS by the four teachers were roughly
Gaussian with zero mean as shown in Figure 2. These facts
encouraged us to conduct a smooth analysis across the various-
condition classes.

C. Data Conversion

Our time-series data set is very large, since by simple
arithmetic tells us that each student has a time series of length
60(sec) × 90(min) × 15(lectures) = 81, 000 data points. The
time complexities of almost all of the methods for analyzing

2It is important to note that we actually define the value to be “0” not only
when the teacher’s page number is equal to the student’s page number, but
also in certain cases when the student is not viewing the same content as the
teacher. This deficiency in our method is the result of a desperate resort to
define the values of DPTS contiguously. Although it is an important problem
for future work, it does not greatly impact this paper because such examples
were very rare in our data.



Figure 2. The distributions of page-view differences between teacher and the
students in “information science” courses.

time series depend on the length of the time series [8], [12].
Although we want to decrease the frequency of time-series
data, doing so puts us at risk of losing important information
in the time series because the values are discrete. To avoid
this problem, we use a smoothing technique for each time
series3. Smoothed values are continuous and retain more of a
time series’ information after a reduction in frequency than the
original does in its discrete counterpart. Moreover, smoothing
also acts as a low-pass filter in denoising the time series. The
DPTS after smoothing and frequency reduction by 10 seconds
have been applied is referred to as rDPTS.

III. DATA MINING STRATEGY

A. Problem Setting

For the rDPTS of each content, we set a (multi-class) time-
series classification problem. More precisely, given time-series
data rDPTS = (t1, y1), . . . , (tN, yN ), we wish to find a rule that
detects a teacher of unlabeled data, where ti is a time-series
example and yi is the label in corresponding to the teacher, N
is the number of the students for each teacher. It is important
to note that detecting teachers is not our true objective but
rather is a procedure towards extracting the teaching activities
of the experts. Our true goal is to find teaching activities that
allow us to accurately discriminate between the teachers.

B. Our Data Mining Method

There are many methods of resolving the time-series classi-
fication problem [8], [12]. In practice, some statistical values
of a time window (e.g., mean, max) are used as the variables
because they are easy for domain experts to understand their
meaning. However, such statistical values sometimes omit
several important features, such as small changes of value over
a short-period. Therefore, in order to realize our objective, we
employ shapelets-based time-series classification methods [8].
Informally speaking, shapelets are a set of “short” time series,
which indicates characteristic patterns of the partial transi-
tions, used to detect the label of a time series by whether
a given shapelet partly matches or mismatches for a time

3We use Friedman’s Super Smoother [13] in our analysis.

series (illustrated in Figure 3). Moreover, as many algorithms

Figure 3. The black line is an original time series, the blue, green, and red line
are the shapelets. The feature values of the time series are given by minimum
distances between any sub-sequence of the time series and each shapelet.

to find shapelets retain the full information of the original
time series, we may find more precise features (characteristic
transition-patterns of each teacher) using this process than
with other methods. With such a property, shapelets may find
discriminative and interpretive patterns in time series.

Here we show more a formal definition. Let (t1, . . . , tN ) be
the sample data of a time series, where N is the number ofe
xamples. Given a set of K shapelets S = {s1, s2, . . . , sK }, the
feature values (xi,1, . . . , xi,K ) of a time-series ti are defined as
the minimum Euclidean distance between shapelet sj and any
sub-sequences of ti [14];

xi, j = min
l
(ti[l : l + |sj | − 1] − sj)2, (1)

where t[a : b] sub-sequence ta, ta+1, . . . , tb . In this paper,
we find suitable shapelets using the method proposed by
Suehiro et al. [11], which finds efficiently and accurately finds
good shapelets. The method uses sparse SVM (Support Vector
Machines), which is one of the most popular machine-learning
algorithms for binary classification problems4. However, in
this paper, we use sparse AUC-maximizing SVM [15], which
we abbreviate to SASVM. SASVM finds the linear hypothesis
f that maximizes AUC (Area Under the ROC Curve) [16].
Informally speaking, AUC, as known as c-statistic, is a vali-
dation measure that is often used for heavily biased data. More
formally, the AUC of any hypothesis h is defined as follows;

AUC(h) = 1
pn

p∑
i=1

n∑
j=1

I
(
h(xi) − h(x ′j) ≥ 0

)
, (2)

where (x1, . . . , xp) is an example of target label and
(x ′1, . . . , x ′n) are examples of the other label, I(·) is the indi-
cator function that returns “1” if (·) is true and “0” otherwise.
In all pairs of the target examples and the other examples,
the more closely the h values match the target examples, the
higher the AUC score (close to 1.0). Table II shows that the
number of students in each course is biased. Furthermore, a
multi-class classification problem is usually decomposed into
one-vs-all binary class classification sub-problems (e.g., the

4“Sparse” means that the method induces good feature selection. Hence,
we can obtain well-selected teaching activities.



examples of teacher A are labeled as positive and the examples
of the other teachers are labeled as negative). However, for
example, if we try to solve a one-vs-all sub-problem in
which the examples of teacher A are labeled as positive,
the number of positive examples is 72 and the number of
negative examples is 667, we encounter highly biased data.
For this reason, we want to maximize AUC but not simple
classification accuracy. SASVM inputs training examples that
are represented as feature vectors and returns a linear function
that gives higher values to positive examples than negative
examples:

f (x) = w · x = w1x1 + · · · + wK xK, (3)

where w is a weight vector that holds
∑K

j=1 |wj | = 1 and ·
indicates the inner product. Each element of w represents the
contributing rate for each shapelet because the feature value
xj is given by shapelet sj .

After we solve the multi-class classification problem for
each content, we obtain the useful shapelets S and the contri-
bution w that discriminates between the teachers. Moreover, f
has a property that ranks the time series of the target teacher
higher than the other teachers. In other words, the time series
with a higher value might be the typical time series of the
target teachers.

IV. RESULTS

A. Teacher-prediction Accuracy

For the seven “information science” courses of the first
semester of the 2016 school year, we prepared a set of
rDPTS by content. The logs stated that 18 of 32 contents
were taught by four teachers (each teacher can design their
own courses rather freely). We searched for shapelets from
short time series of lengths of 300(sec.) ≤ |sj | ≤ 900(sec.),
which meant that the “activated” or “orchestrated” time ranges
we expected were returned. We excluded extremely short
examples (less than 900(sec.)). Table III shows the AUCs for
each content evaluated using 5-fold cross-validation. For four
of 18 contents, we could not analyze because the sets of slides
were used by only one teacher or because SASVM was unable
to find any solution5.

We can see that our teacher-predicting method achieves
high AUC scores6. Therefore, it is clear that the shapelets
extracted by our method provide some discriminative power
for predicting each target teacher. In other words, the extracted
shapelets represent some of the teaching activities or the styles
of each teacher.

B. Observing Teaching Activities via Shapelet Analysis

To observe good teaching activities in extracted shapelets,
in this paper, we focus on the specific content “12J1W”
and teacher C. In fact, the content of “12J1W” is “image

5We set the parameter of SASVM so that the output function achieves AUC
= 0.6 at minimum on training data.

6It is said that a hypothesis is considered excellent discrimination if the
AUC is more than 0.8 [17].

TABLE III. AUCS FOR rDPTS BY EACH CONTENT

Contents ID AUCs
Teacher A Teacher B Teacher C Teacher D

12IYZ 0.872 0.906 0.900 0.889
12IZB 0.901 - 0.906 -
12IZE 0.928 0.927 - 0.922
12IZH 0.883 0.882 - 0.890
12IZK 0.931 0.963 - 0.895
12IZT 0.807 - - 0.792
12IZW 0.852 0.694 - 0.661
12J15 - 0.963 - 0.931
12J1B 0.875 0.959 - 0.931
12J1Q 0.852 0.924 - -
12J1T - - 0.861 0.867
12J1W 0.894 0.916 0.834 0.856
12J1Z - 0.923 0.857 0.869
16XSW 0.890 0.871 0.834 0.860

recognition” and teacher C is an expert in image recognition7.
Then, we consider obtaining some good teaching activities
by observing the shapelets and time series of teacher C for
“12J1W.” First, using the rDPTS of “12J1W,” we create the
prediction functions f of teacher C. Next, we calculate the
values of rDPTS of “12J1W” using the prediction functions.
Figure 4 exemplifies the three typical time-series of teacher C,
which are evaluated as the top-3 of all time-series. The legend
describes the weight of each shapelet, and the shapelets shown
are the most and second most important for representing
the activities. It is important to note that the shapelets with
negative weight (e.g., the red shapelet as seen in Figure 4)
represent the teaching activities of teacher C, but the shapelets
with positive weight (e.g., the light-blue shapelet) represent the
teaching activities of the other teachers. This is why the value
of f for teacher C becomes larger if shapelets with negative
weight match the time series. On the other hand, if shapelets
with positive weight match the time series, the value of f
for teacher C becomes smaller. Thus, when we want to know
the teaching activities of a targeted teacher, we only have to
focus on the shapelets with negative weight. So, by observing

Figure 4. Top-3 typical time-series of rDPTS for teacher C (black line). The
colored lines are highly important shapelets of teacher C. The legend means
the weight of each shapelet. 1 time-unit is 10 seconds.

Figure 4, we discern the following things:

1) The three typical students seem to follow the teacher C
because the page-differences basically remain at zero.

7Of course, teacher A, B, and D are experts in information science but their
domains do not concern image recognition.



2) The shapelet described by the red line seems to consti-
tute an orchestrated teaching activity by teacher C that
induces the students to return to the current slide.

3) The activity should be performed at approximately 90–
110 or 280–300 (the times the red shapelet matches).

We can discern the details of the teaching activities by
checking the slides or videos used during the “activated” time.
Indeed, we checked the slides used during the time, then we
found that the slides explain a mathematical way of thinking
and the students tend to be behind the teacher during the slides.
Unfortunately, we did not record the videos of the classes,
however, teacher C told us to the teaching activity that “slowed
down the teaching during the slides and instructed the students
to lay weight on intuitive understanding.” It is just one example
of our results, but such knowledge can be used as a useful
feedback for the other teachers.

V. DISCUSSION

The above results were obtained from e-books through the
use of logs and machine-learning techniques and without the
use of optional devices or manually employed variables. It is
important to note that we can easily apply the other conditions
of the courses (e.g., this method is applicable more than just
information science). That is why the concept of DPTS allows
us to determine the teaching activities of the experts, as the
difference value is a common measure in several classes that
use slides. In contrast to the variables based on statistical val-
ues, shapelets enable us to understand more precise teaching
activities of each teacher through matching the original data.
Although our methods are verified for the same courses, it is
an effective way to begin teaching analytics using DPTS and
shapelets. In this paper, we gave a teaching activity concerning
orchestration as an example, but it is possible to employ this
method to other various teaching activities.

However, considerable work remains to put this method-
ology into practice. In order to enhance the utility of our
method, we must ensure that the feedback is useful for the
other teachers. To advance to the next step, we plan to collect
video data in classes and provide specific teaching activities or,
alternatively, clips from the videos extracted by the shapelets
that demonstrate good teaching.

VI. CONCLUSION AND FUTURE WORK

In this paper, we proposed a novel teaching analytics for
use in face-to-face classes that involve the use of e-books. We
succeeded to extract teaching activities by following two key
ideas. First, we focused on the difference between the page
that the teacher was showing in the class at a given time and
the pages that a given student was viewing at that time on
his or her terminal. Second, we set a time-series classification
problem, and we solve the problem using time-series shapelets
and machine-learning techniques. The results show that some
extracted shapelets are discriminative and interpretable, and
this suggests the possiblity of efficiently discovering teaching
activities. Although this paper yielded fundamental results,
future work should verify the data across various courses.

Furthermore, for the further development of teaching analytics,
we must analyze the procedure in combination with the other
effective procedures, such as wearable sensors [4] or teaching
movies.
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