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Abstract — Hexagonal structure is different from the
traditional square structure for image representation. The
geometrical arrangement of pixels on hexagonal structure
can be described in terms of a hexagonal grid. Uniformly
separating image into seven similar copies with a smaller
scale has commonly been used for parallel and accurate
image processing on hexagonal structure. However, all the
existing hardware for capturing image and for displaying
image are produced based on square architecture. It has
become a serious problem affecting the advanced research
based on hexagonal structure. Furthermore, the current
techniques used for uniform separation of images on
hexagonal structure do not coincide with the rectangular
shape of images. This has been an obstacle in the use of
hexagonal structure for image processing. In this paper,
we briefly review a newly developed virtual hexagonal
structure that is scalable. Based on this virtual structure,
algorithms for uniform image separation are presented.
The virtual hexagonal structure retains image resolution
during the process of image separation, and does not
introduce distortion. Furthermore, images can be smoothly
and easly transferred between the traditional square
structure and the hexagonal structure while the image
shapeis kept in rectangle.

1 Introduction

Computer Vision and Image Processing is a
computationally expensive field in which many offienas
require massive computations, especially when lalaga
sets are involved such as those for stereo imagehing
and feature extraction. Parallel processing usirgjuater
consisting of multiple computers is a straightfomva
method to speed up image processing. Cluster-based
parallel computing has the advantages of low codthagh
utility. On the other hand, it has the disadvansagkhigh
communication latency and irregular load patternsttee
computing nodes [1]. Its performance mainly depeods
the amount of and the structure for communications
between processing nodes. Therefore, image separmaiti
partitioning for task dividing is critical in a pallel
algorithm for image processing.

Many types of image partitioning have been propd2gd
on traditional square image structure such as Rantitién,
Column Partition and Block Partition. All of thepartition
methods do not intend to separate an image intdasim
copies (or sub-images). Hence, when the sub-images
assigned to various computer nodes for paralletgssing,
the load-balancing is not guaranteed.
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on a hexagonal image structure, called Spiral Aechirre
(SA) [4], which is inspired from anatomical congiaiions
of the primate’s vision. It partitions the input age
uniformly into a number of sub-images as requiredenl



on an operation, called Spiral Multiplication defthon SA. image processing on hexagonal structures. Our apprim
Each sub-image is a near (or similar) copy of thyeui  this paper will overcome this disadvantage.

image with a smaller scale, while all of the sulagms are
mutually exclusive and the original image inforroatis all
kept in the sub-images. Every sub-image can beepgsat
independently and in parallel by an individual nedthout
data exchange between the nodes. Furthermore, tt
workload on every node is almost the same as thany
other node because of the uniform partition. Coneetly,

the computational complexity is greatly reduced dainel
processing time is significantly shortened. Howeveur
previous work shown in [3] has the following shortdngs.
First of all, the shape of input images is hexalijmm-and
does not coincide with rectangular shape of tradi
images. Secondly, the image partition method usethe
Spiral Multiplication that is computationally expsve.
Thirdly, images are represented on a mimic Spiral
Architecture that introduces a loss on image re&giuand
creates image distortion when the sub-images havtated Figure 1. Spiral Architecture with spiral addressing
angle from the original image.

—— Main rotating
direction

------- » Secondary rotating
direction

Two algebraic, useful and important operations Hasen
In order to take the advantages and suppress tdefined on Spiral Architecture based on spiral adses.
disadvantages of SA, in this paper, we propose \&lno They areSpiral Addition and Spiral Multiplication. These
method for uniformly separating image into four im two operations correspond to two transformationSpimal
sub-images based on a newly defined virtual hexalgonArchitecture, which are translation and rotationthwa
image structure [5]. The hexagonal structure can bgcaling. Spiral Multiplication is also often applieto
smoothly converted from the square structure withowniformly separate images on Spiral Architecture fo
changing the image shape. In this virtual structureparallel processing. In this paper, we perform lgordhm
hexagonal pixels can be easily located through Isimpfor image partition on a hexagonal structure withasing
computations. It avoids the necessity of using @aBp computationally expensive Spiral Multiplication. ©Ou
Multiplication to compute pixel locations and hermeids  algorithm will maintain the important property thaine of
the need to build a large table to record the lonat image (intensity) information is lost during thepaeation
information. This virtual structure hardly changles image process.
resolution and almost does not introduce imag®ediet.

. . _ , 3 Virtual Hexagonal Structure
The rest of this paper is organized as followsSéation 2,

we briefly review the Spiral Architecture. In Secti3, we In this section, we review the construction of eawn
introduce the construction of a new virtual hexaaon virtual hexagonal structure [5].
structure. A new technique for uniform image patitis

presented in Section 4. Experimental results are -
demonstrated in Section 5. We conclude in Section 6 x| x|x
X (X |X|(X|X|X|X

2 Spiral Architecture XX |X|X|X|X|X

On Spiral Architecture, an image is represented as XX XXX/ x| x| x/x
collection of hexagonal pixels. Each pixel has osix XX |X|X|X|X|[X|X|X
neighbouring pixels with the same distance to acHepixel xlxlxlxlxlxlx
is identified by a number of base 7 callegpaal address. S Bl S Bt -
The numbered (or addressed) hexagons form theeclaét X x| xjxx|x|x
size 7, where n is a positive integer. These hexagons Xlx|x|x|x

starting from address O towards addressl& the plane in
a recursive modular manner along a spiral-like euAs an
example, a cluster with size of &nd the corresponding Figure 2. The structure of a single hexagonal pixel
spiral addresses are shown in Figure 1. The impgees
formed on the Spiral Architecture always has a bera
like shape. This shortcoming restricts the appbcest of

To construct hexagonal pixels, each square pixdirss
separated into 7x7 smaller pixels, called sub-pix&b be
simple, the light intensity for each of these site|s is set



to be the same as that of the pixel from whichstlite-pixels 16M and 0< n < 16N. Here, we use row 0 to represent the
are separated. Each virtual hexagonal pixel is éortoy 56 1% row and column O to represent th& dolumn and so
sub-pixels arranged as shown in Figure 2. To belsinthe forth.
light intensity of each constructed hexagonal pixel
computed as the average of the intensities of theub- Note that there are (7 x W6=) 112M rows and (7 x 18
pixels forming the hexagonal pixel when necessary. =) 112N columns in the virtual square structure consisting
of virtual sub-pixels obtained from the original usge
Figure 3 shows a collection of seven hexagonal Ipixepixels. Let us construct the first hexagonal piusing the
constructed with spiral addresses from O to 6. FFrignre 56 sub-pixels with centre located in the middlerofvs
3, it is easy to see that the hexagonal pixelstoarted in 56M-1 and 561 and at column 36-1 of the virtual square
this way tile the whole plane without and spaces anstructure. This first pixel is called the centraxhgonal
overlaps. pixel in the hexagonal structure. It is correspagdio the
pixel with spiral address 0 in the Spiral Architget After
From Figure 3, it can be easily computed that tiseadce the 56 sub-pixels for the first hexagonal pixel altecated,
from pixel O to pixel 1 or pixel 4 is 8. The distanfrom all sub-pixels for all hexagonal pixels can be grssd. For

pixel O to pixel 2, pixel 3, pixel 5 or pixel 6 is our uniform partition algorithms, the assignment soib-
pixels to corresponding hexagonal pixels is notlieily
m ~ 806 required. We do not need to compute the intenditiethe

virtual hexagonal pixels. After image processingr fo
uniform partition, the intensity of each squaregpigan be

which is close to 8. Hence, the feature of equstadice is  computed as the average of the light intensitiehef7 x 7
almost retained and hence this construction hardlyp-pixels separated from this square pixel.

introduces image distortion.

4 Uniform Image Separation

In this section, we will perform algorithms for
separating image represented on the virtual hexdgon
structure into four sub-images that look similad arave
exact the same image size. The idea is to defiws end
columns as images represented on the square s&uctu
Then, each sub-image is a collection of hexagonalp
from every second row and column. It is not as obwias
in the square structure to find the column andrthe of
each hexagonal pixel. It is not obvious either tww
which pixels form the first row or the first colunafi a sub-
image. We follow the following three steps for th@&form
6 image separation. We first define the rows androakion
) the virtual hexagonal structure, and propose aoriifgn
for computing the row and column of the hexagongélp
that a given sub-pixel belongs to. Then we present
algorithm for the extraction of the first sub-imade the
third step, algorithms for construction of the smtothe
third and the fourth sub-images are proposed. Affer
process for image separation, to be simple, theraajes
represented on hexagonal structure can be mappédtda
the square structure using the pseudo code below.
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Figure 3. A cluster of seven hexagonal pixels

Through this paper, we assume that original imaayes

i =0; m<16*M ; m++
represented on a square structure arrangedMsdés and for (intm = 0; m<16"M ; m++) {

for (int n=0 ; n<16*N, j++) {

16N columns, whereM and N are two positive integers. int k=0 -

This assumption guarantees that sub-images to tainet Q[m][n]’:o .

in this paper has exactly the same size and ar@ of for (i=0 : i<7 )

complete rectangle shapkl = 0 corresponds to the first for (j=0 : j<7 ; j++) {

(top) row andN = 0 corresponds to the first (left) column. k=k+1 :

Let the centre of the virtual hexagonal structueeldrated Q[M][N]=(Q[MI[N]+P[7*m+i][7*n+]]) ;
at the middle of BI-th row and (81 +1)-th row, and at 8-

th column. Let us denote the light intensity of gouare }

pixel at row m and column n b@(m,n), where 0< m <



Q[m][n]=Q[m][nJ/k ; C=4 =3 =3 C=1 C=0 C=1 ©C=2 o3 C
}

Note that, for better display result, a better radtHor
assignments of intensity values of sub-pixels iguned
through a better interpolation technique. Thishiswever,
beyond the discussion and the objectives of thiepa

4.1 Pixel row and column

Assume a given sub-pixel is at rgwvand columng.
Let R andC represent the number of rows and number of
columns needed to move from the central hexagomel p
to the hexagonal pixel containing the given sulepiaking
into account the moving direction correspondingthe
signs ofR andC. Here, pixels on the same column are on
the same vertical line. For example, as shown guiréi 4,
pixels with addresses 43, 42, 5, 6, 64, 60 andréba the
same column witlC = 1. The row witiR = 0 consists of the Figure 4. Columns on a hexagonal structure
pixels on the horizontal line passing the centratlpand on
the columns with even C values, and the pixels fmn t
horizontal line passing the pixel with address @ an the
columns with oddC values. Other rows are formed in the
same way. For example, pixels with addresses 212,14,
6, 52, 50 and 56 are on the same row With 1. Figure 5
show rows in a hexagonal structure consisting of 4 5,
hexagons. Following the algorithm proposed in [ C
and R corresponding to the given sub-pixel can be
computed fronP,, P,, Q; andQ, defined below.

R=0
Q, =sgnfq-56N +1} max{intc|c< w}’ -
Q, =(g—56N +1) mod?,

R=2
P, = sgn{p—56M +1} max{intc|c < W}'

P, =(p—-56M +1) mods.

4.2 Construct the first sub-image

Figure 5. Rows on a hexagonal structure

Let h be an arbitrary given hexagonal pixel on a

hexagonal structure. Let us denote the value€ ahd R . .
. . ) The arrangement of the hexagonal pixel&;iis made as
corresponding t by G, andR, respectively. Then the first follows. We keep the location of the central pifeith C =

sub-imageS; is formed by the hexagonal pixels that satisfyO andR = 0) unchanged, and move any other hexagonal

the following conditions. pixel towards the central pixel by its half distarftom it.
Note that the distance between two adjacent colusis

S, ={h|C, mod2=0, (& mod2) — (R, mod2) = 0. sub-pixels long, and the distance between two adfawws

2 is 8 sub-pixels long. Hence, any pixel belonging So

except the central pixel will move b |/2*7 sub-pixels

From the above representation, we can see that al@ftwards (or rightwards wherC, is negative) then by

hexagonal pixel must be on the column with e@evalue;  [Ril/2*8 upwards (or downwards whéy is negative).

and if the pixel falls onto column with evé&i2 value then

R value for the pixel must be even as well, othezviis ~ After the above-mentioned procedure, the first isndge
must be odd. is formed and it is sitting in the middle of theégimal image

area. In order to fit all four sub-images onto shene image
area after the four sub-images are formed, in the step,



we moveS, to the left up corner of the original image areavill exactly occupy the top M rows and right B columns
such thats; will exactly occupy the topM rows and left B of the original rectangular image area.

columns of the original rectangular image area.eNw&t

the new centre 0§, will be located in the middle of rows

28M-1 and 281 and at column 28-1 of the virtual square 4.3.2 Construction of S;

structure. Hence, to move tig to the left up corner, we
need only move all sub-pixels B upwards by 2Bl sub-
pixels and leftwards by 28sub-pixels.

To constructS;, we first translate all sub-pixels
rightwards by 7 sub-pixels, and then upwards byuld- s
pixels. By doing so, the first hexagonal pixel {wipiral
address 2 as shown in Figure 1) &fis moved to the
4.3 Construct other sub-images central position. Again, in order not to lose amyage
information after the translation, the sub-pixdlattwill be
moved out from the image area must be filled irte t
pixels that will not be translated from any otheb-pixels.
The pseudo code for this movement is shown asvisllo

The second sub-imag® consists of all hexagonal
pixels that are one hexagonal above or below tkelpin
Si. The third sub-imagé&; consists of all hexagonal pixels
that are next to the pixels 8 but sitting at the left-bottom
side. Similarly, the fourth sub-imag8, consists of all
hexagonal pixels that are next to the pixel&;ifut sitting
at the right-bottom side. Let us now construct soages 2
trough 4 one after another in the following.

for (i=0;i<M1; i++) {
for (j=0;j<N1;j++){

Templ(i][j]=P[i][] ;
P[i][j]=255 ;

} }

4.3.1 Construction of S, for (i=0;i<M1;i++){
To constructS, we first translate all sub-pixels for j = 0;j<N1; j++) {

downwards by 8 sub-pixels. By doing so, the first if (M1-4<=i<M1) {

hexagonal pixel (with spiral address 4 as showFigure if(G<7)
1) of S, that is the one right above the central pixel with Pl][]=P[i-M1+4][N1-7+] ;
spiral address 0 is moved to the central positiith @ and else
R both equal to 0. After the translation, the bott®mows P[i][]=P[i-M1+4][j-7] ;
in the virtual square structure will be moved ouni the }
original image area. In order not to lose any image else {
information after the translation, we fill the t&rows of if (J<,7), , ,
the virtual square structure by those sub-pixelsthat Plil[j]=P[i+4][N1-7+]] ;
bottom 8 rows while performing the translation. Frseudo else
code for this movement is shown as follows. PLIiI=Pi+4]0-7]1:
The pseudo code for the translation is describddlkasvs. } }
folto(; a 2 OI<JI\il1\11I+;L+)+g { We can now use exactly the same algo.rit'hm as shnwn
Temp[i]’[j]:P[i]’[j] ) Subsectlpn 4.2 to construgt and display it in the middle
P[il[i]=255 : ’ of the original image area. The next step theo inoveS;
} ' to the left bottom corner of the original imageaaseich that
} S will exactly occupy the bottomM rows and left 8l
for (i=0;i<M1; i++) { columns of the original rectangular image area.
for j=0;j<N1;j++){
if (0O<=1i<8)
P[ill[j]=P[M1-8+i][j] ; 4.3.3 Construction of S,
else
Pli0]=Pli-8]0] ; The construction ofS, is almost the same as the
construction ofS;. We first translate all sub-pixels leftwards
} by 7 sub-pixels, and then upwards by 4 sub-piBsdoing

) . so, the first hexagonal pixel (with spiral addrésss shown
We can now use exactly the same algorithm as stownin Figure 1) ofS, is moved to the central position.

Subsection 4.2 to construstand display it in the middle of

the Original image area. The next Step then iS(]lUG‘Sz to We can then use exact|y the same a|gorithm as S'i'mwn

the right up corner of the original image area sth&tS,  Supsection 4.2 to construgfand display it in the middle of
the original image area. The next step then isdwa®, to



the right bottom corner of the original image aseah that
S will exactly occupy the bottomN rows and right B
columns of the original rectangular image area.

5 Experimental Results

The above algorithms for uniform image separation
the newly developed virtual hexagonal structure ar
implemented using C++ programming language anedest
on a desktop of Pentium IV, 2.8GHz CPU and 480ME
memory. Experimental results of the proposed imag
partitioning algorithms on grey-level images aresanted
here.

A sample image, called “building” with size of 3884 is

shown in Figure 6. An example of image separatito i
four sub-images on the virtual hexagonal strucisighown

in Figure 7.

Figure 6. A sample image, “building”

In Figure 7, it can be seen clearly that four subges have
exactly the same size, look identical and are B&iilthe
shape of a square. There are no gaps between khe s
images and no overlapping among the sub-images. #
information of the original image is maintained idgrthe
whole separation process based on the hexagonetist.

The resolution of the whole image represented an th

virtual hexagonal image structure and shown in f&guis
almost the same as that for Figure 6.

As an illustration, the results of a further pawtiing
process are displayed in Figure 8 that containedirbar
sub-images.

Figure 7. The “building” image is uniformly separated into
four sub-images of equal size and represented orvatual
hexagonal structure

Figure 8. 16 similar sub-images separated from th#uilding”

Note that the row and column numbers of the origina
image do not have to be the same for image separati
Figure 9 shows four sub-image images partitionedhfa
512*384 image.



The total time to complete the computation for imagimages. However, the sub-images obtained in thisalso

separation for an image is less than 1 second. @adp split the virtual hexagonal pixels and hence ngérhold

with the method introduced in [7] that takes misute the features of hexagonal structure. Therefore,seho

complete a rotation, a great improvement has bekiewed algorithms and applications developed based ondome

using this new virtual structure. structure and proved to be more accurate or faster lost
their groundwork to be applied to these sub-images.

In this paper, we have also improved our trangtatio
algorithms proposed in [6] by placing the pixelsve out
from the image area onto the empty region of thagin
area. This keeps all image information after image
translation. The translation process and the sdpara
process are both reversible. The original imagebeafully
reconstructed from the separated sub-images usireyse
algorithms if needed.

Another contribution in this paper is a proposalstale
down an image to four times smaller images basethen
hexagonal structure. Scaling operation is with the
operations for image separation.

In our implementation, we implicitly adopt the ideaf two
Figure 9. Four similar sub-images separated from &812*384 a Operzf\tlons deflned on _SF_’"a'_ Architecture, namqifyr&t
car image addition and spiral multiplication, and use them ifoage
separation. However, we do not perform these two
operations to avoid a large amount of time requkftethe
; : : complex computations on the virtual structure. Tikigery
6 Conclusions and Discussion different from any of previous approaches, and has
In this paper, we have developed algorithms tgignificantly improved the performance in termsspeed
uniformly separate an image represented on hexagor@&nd complexity.
structure into four sub-images. The partitioned-isndges
look similar. It is important to know that the argement of Another advantage of using this new approach it ttea
the pixels in the sub-images does not change théihage shape is consistent with the traditional ehapa
symmetry relationship in the original image. Foamwple, if rectangle. This make it easier and more flexibleifitage
in the original image a pixeA was in one of the 6 processing based on hexagonal structure using Bnage
neighbouring directions as shown in Figures 4 and &aptured and displayed on square structure.
corresponding to another pix& belonging to the same
sub-image, pixelA is in exactly the same direction As we do not compute the light intensities for walt
corresponding to pixeB in their sub-image. Another hexagons, image resolution is maintained during the
example is that if three pixel§, D and E belong to the separation process, and we save the processingatitie
same sub-image pixel set and if the distance bet@eend memory storage.
D was the same as the distance betw@esnd E in the
original image, then in their sub-image, these diigtances As there are simple non-overlapping mappings betwee
are still the same. Furthermore, we do not spliy ansub-pixels and the square pixels, and the maphiatyseen
hexagonal pixel during the whole process, and heaice the sub-pixels and the hexagonal pixels, the esilimage
pixel information including the intensity values ear processing on the hexagonal structure can be eaaihped
maintained. The importance of uniform partition hesen back to the square structure for display.
demonstrated in many papers addressing paralleyema
processing on hexagonal image structure. The nmainte2  We list other future work related to this papefa®ws.
of the symmetry property after image separatioariiscal
for image processing such as finding gradient atsd iA better approximation of light intensity for subgls is
magnitude that request neighbouring information thee  needed to reduce the loss during the image covershis
computations. is to be done using a more accurate light intetjmia
technique.
One may argue that on the traditional square image
structure, we can also separate image uniformly faur On Spiral Architecture, we have performed image
parts by simply split every four pixels evenly irftar sub- separation into any given number of sub-imagess Whairk



can be extended to the virtual hexagonal struaiseussed
in this paper.
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