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ABSTRACT

This paper presents the first known results for com-
plete recognition of continuous Mandarin speech for
Chinese language with very large vocabulary but very
limited training data. Although some isolated-syllable-
based or isolated-word-based large-vocabulary Man-
darin speech recognition systems have been successful-
ly developed, a continuous-speech-based system of this
kind has never been reported before. For successful de-
velopment of this system, several important techniques
have been presented in this paper, including acoustic
modeling of a set of sub-syllabic models for base syllable
recognition and another set of context-dependent mod-
els for tone recognition, a multiple candidate searching
technique based on a concatenated syllable matching
algorithm to synchronize base syllable and tone recog-
nition, and a word-class-based Chinese language model
for linguistic decoding. The best recognition accuracy
achieved is 88.69% for finally decoded Chinese charac-
ters, while 88.69%, 91.57%, and 81.37% for base sylla-
bles, tones, and tonal syllai)les respectively.

1 INTRODUCTION

This paper presents the first known results for com-
plete recognition of continuous Mandarin speech for
Chinese language (i.e., recognition of the syllables,
tones, Chinese characters, words, and sentences) with
very large vocabulary but using only very limited train-
ing data. Input of Chinese characters into computers
is still a difficult problem today because Chinese lan-
guage is not alphabetic and many existing keyboard
mmput systems are simply inconvenient. Voice input
with large vocabulary 1s therefore highly desired, be-
cause in general the input materials or texts into com-
puters are assumed to have very large vocabulary. Al-
though some isolated-syllable-based [1, 2] or isolated-
word-based [3, 4] large-vocabulary Mandarin speech
recognition systems have been successfully developed,
a continuous-speech-based system of this kind has n-
ever been reported before but highly desired. Only
with continuous speech can the desired speed, conve-
nience, and naturalness of man-machine communica-
tions be possibly achieved, though at the price of much
more difficulties caused by many problems such as the
very complicated context dependent co-articulation ef-
fects. This is why in the initial stage here in this pa%er
only speaker dependent mode is considered. Also, be-
cause 1t is not feasible to request a new user to produce
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too much training speech before being able to use the
system, relatively limited training data become a very
natural constraint.

In Mandarin Chinese, there exist at least more than
80,000 commonly used words, each composed of from
one to several characters, and more than 10,000 com-
monly used characters, all produced as mono-syllables.
However, the total number of phonologically allowed
different syllables is only 1345. This is why accurate
recognition of all the 1345 Mandarin syllables is be-
lieved to be the first key problem in Mandarin speech
recognition with very large vocabulary. Also, Mandarin
Chinese is a tonal language, in which each syllable is
assigned a tone and there are a total of 4 lexical tones
plus 1 neutral tone. It has been found that the vocal
tract parameters for Mandarin speech are only slightly
influenced by the tones, and the tones can be separate-
ly recognized primarily using the pitch contour infor-
mation [5]. When the differences among the syllables
caused by tones are disregarded, the total of 1345 differ-
ent tonal syllables is reduced to only 416 base syllables
(i.e., the syllable structures independent of the tones).
It is therefore helpful to recognize the tones and base
syllables separately. Based on the above considerations,
the block diagram of the present speech recognition sys-
tem presented in this paper is shown in Figure 1. In
the acoustic processor, the tones and base syllables are
separately recognized using two different sets of mod-
els [5, 6] and a multiple candidate searching technique
based on a concatenated syllable matching algorithm
is used to achieve better tonal syllable recognition by
integrating the two separate base syllable and tone rec-
ognizers into a synchronous and cross-referenced pro-
cess. While in the linguistic decoder, a lexicon is used
to construct the word lattice and a Chinese language
model used to find the final output characters, worﬁ-
s, and sentences [1, 2], because every tonal syllable in
general is shared by many (e.g. 10,000/1345 in aver-
age) possible homonym characters. These are the basic

features of the present research which are primarily due
to the special characteristics of the Chinese language.

2 PRELIMINARIES

Speech Database and Initial
Processing ‘
The speech database used here is produced by 4 s-
eakers, two male and two female. The results reported
Eere are averages of the four. Each speaker uttered 3
sets of the 1345 isolated Mandarin syllables and 1 set of
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Figure 1: The block diagram of the continuous Man-
darin speech recognition system.

phonetically balanced continuous Mandarin sentences
covering a1¥ the 416 base syllables and different tones
(including 200 sentences or 1514 syllables) for training,
while another set of short paragraphs taken from dif-
ferent articles (including 142 sentences or 1451 syllables
totally) for testing.

All the recorded materials are obtained in an office-
like laboratory environment, and digitized with a sam-
pling frequency of 16 KHz. For base syllable recog-
nition, 14 cepstral and 14 delta-cepstral coefficients,
delta-energy, and delta-delta-energy are used as feature
parameters to form a feature vector with dimension 30,
while for tone recognition the pitch period and the en-
ergy together with their first and second order delta-
coefficients are used instead to form a feature vector
with dimension 6.

2.2 CHMM Modeling

The hidden Markov models used in this paper are
left-to-right continuous HMM’s (CHMM’s) with two
transitions only. The partitioned Gaussian mixtures
(PGM) [6] each with a diagonal covariance matrix are
used as the observation density.

The training process here for the base syllable and
tone models includes two stages [6]. In the first stage,
the CHMM’s are trained by the segmental K-means al-
gorithm usin%the isolated training data. In the second
stage, the CHMM’s obtained from the first stage are
used as the initial models, and further reestimated by
the continuous training data using a modified segmen-
tal K-means training procedure, in which the CHMM’s
obtained after each iteration are linearly interpolated
with the initial CHMM’s obtained from the first stage.

The recognition algorithm used here is a N-best beam
search algorithm. In the forward procedure, the beam
search with dynamically chosen beam width to reserve
at most 10 grammar nodes at each frame is applied, and
the accumulated scores along with the arriving frames
for all reserved grammar nodes are stored. At the end
of the utterance, the backtracking procedure recursively
searches through the saved lists of the grammar nodes
to obtain N complete model string hypotheses.

3 RECOGNITION OF THE BASE
SYLLABLES AND TONES

To find appropriate acoustic units for modeling is the
first key proglem. In this section, special efforts were
made in selecting the most appropriate acoustic units
for base syllable and tone recognition, considering the
condition of very limited training data.
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3.1 Acoustic Units for

Recognition

Although the base syllable is a very natural recog-
nition unit for Mandarin Chinese due to the mono-
syllabic structure of Chinese language, it suffers from
inefficient utilization of the training data in the training
phase and high computation requirement in the recog-
nition phase. A set of appropriate sub-syllabic acoustic
units for base syllable recognition is therefore highly de-
sired, and the INITIAL/FINAL’s are apparently good
choices considering the basic structure of Mandarin syl-
lables. Conventionally, each Mandarin base syllable
can be decomposed into an INITIAL/FINAL format
very similar to the consonant/vowel relations in other
languages. Here INITIAL is the initial consonant part
of a syllable, and FINAL is the vowel (or diphthong)
part but including optional medial or nasal ending, and
there exists a total of 22 INITIAL’s and 41 FINAL’s in
Mandarin. An initial observation on continuous Man-
darin speech is that the co-articulation effects within
a syllable are much more significant than those across
syllables, and within a syllable the acoustic character-
istics of the INITIAL are certainly highly dependent
on the FINAL, but those of the FINAL are much less
dependent on the INITIAL. With these observations,
the approach here is to assume both the co-articulation
effects across syllables and the dependence of the FI-
NAL on the preceding INITIAL within a syllable to be
negligible. Furthermore, it can be further assumed that
the dependence of an INITIAL on the following FINAL
is primarily determined by the beginning phone of the
FINAL only. For example, the INITIAL /s/ in syllables
/sai/, [sau/, [san/, etc. are assumed the same, but d-
ifferent from the INITIAL /s/ in syllables /su/, /suo/,
etc. In this way, the 22 INITIAL’s can be expanded to
113 context-dependent(CD) INITIAL’s. FINAL’s, on
the other hand, are just taken as context-independent
units for our very limited training data condition. In
this way, the co-articulation effects are much easier to
model under our condition of very limited training data,
and preliminary experimental results have shown these
are reasonable assumptions [6], although it is always
better to consider all possible co-articulation effects if
enough training data are available.

Some experimental results for continuous speech base
syllable recognition are listed in Table 1(a), where the
recognition accuracy for base syllables is shown. Differ-
ent choices of models including the 416 base syllable (B-
S) models, 22 context-independent (CI) INITIAL and
41 context-independent (CI) FINAL (22 CI-I/41 CI-
F) models, and 113 context-dependent (CD) INITIAL
and 41 context-independent (CI) FINAL (113 CD-1/41
CI-F) models, are all tested in the experiments. Each
INITIAL model is represented by a CHMM with 3 s-
tates, each FINAL model with 4 states, and each syl-
lable model with 7 states. It’s obvious from Table 1(a)
that the 113 CD-I/41 CI-F models have very good po-
tential for base syllable recognition for continuous Man-
darin speech when the training data are limited.

Base Syllable

3.2 Acoustic Units for Tone Recognition

It has been well known that the tone behavior is ver,
complicated in continuous Mandarin speech, althoug
there are only 5 (4+41) different tones in Mandarin. It is



BS 22 CL-1/41 CI.F | 113 CD-1/41 CL.F
69.84% 82.71% 88.25%
(a)
5 CI-T 23 CD-T 175 CD-T
86.92% | 89.80% | 88.25%

(b)

Table 1: The results for recognition of (a) base syllables
and (b) tones.

therefore very important to select minimum number of
appropriate context-dependent models such that they
can adequately describe the very complicated tone be-
havior, but at the same time can be very well trained
by the limited training data. If all possible tone con-
catenation conditions need different context-dependent
models, a total of 175 models will be needed, i.e., 53
(in the middle of a sentence) + 57 (at the end of a sen-
tence) + 4 x 5 (at the beginning of a sentence, because
the neutral tone never appears at the beginning of a
sentence) + 5 (isolated models). However, practically
this number can be significantly reduced if special char-
acteristics of the tone behavior can be carefully consid-
ered. For example, it was observed empirically that
both Tones 1 and 2 end high at a similar level, there-
fore the influence of Tones 1 and 2 on the following
tones is very similar and this can be used in mergin
context-dependent models, and so on. When all suc
phenomena are considered, many models can be merged
and the total number of models used in the experiments
here were reduced to 23 [5].

Some initial experiments on continuous speech tone
recognition were performed. In these experiments, the
5 context-independent (CI) tone (5 CI-T) models and
the 175 and 23 context-dependent (CD) tone (175 CD-
T and 23 CD-T) models derived above were all tested,
and each tone model is represented by a CHMM with
7 states. The results are listed in Table 1(b), where the
recognition accuracy for tones is shown. It can be found
that the 23 CD-T models have very good potential for
tone recognition for continuous Mandarin speech when
the training data are limited.

4 RECOGNITION OF THE TONAL
SYLLABLES

When tones and base syllables are separately rec-
ognized as described above, a major problem is that
the segmentation of the unknown utterances into sylla-
bles may become quite different in the two recognizers,
and the problem gets even much worse when any inser-
tion/deletion occurs in one of the recognizers, in which
the resulting tone and base syllable sequences will be
out of synchronization and such errors can propagate
very long. A concatenated syllable matching (CSM)
algorithm [7] summarized below is therefore develope-
d for synchronizing base syllable and tone recognition.
For a given test utterance, all possible syllable begin-
ning frames can be first obtained by picking up all the
dips in the energy contour, such as z, y, z 1n Figure 2.
Tﬁe possible ending frames such as y—1 and z—1 corre-
sponding to each beginning frame such as z can then be
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Figure 2: A section of an example utterance.
z, g, and z are possible beginning points, while y — 1
and z — 1 are ending points corresponding to z.

found using estimated minimum and maximum dura-
tion of a syllable Dy, and Dy, as in Figure 2. With
beginning and ending points of a syllable estimated as
above, the accumulated score at an ending point such
as y— 1 in Figure 2 is then determined by the dynamic
programming approach:

Tly—-1] Tz -1] (1)

1 Si%aﬁ45[sb3i(z!y - 1) + Sti(:n, Yy - 1)]

where T[u] is the accumulated score at a point w,
S3s;(u,v) and Sy;(u,v) are the scores for the corre-
sponding base syllable and tone for a tonal syllable
i (i.e., one out of the 1345, including a base syllable
and a tone) matched with the utterance section (u,v).
For any utterance section, the base syllable recogni-
tion was performed usin, the N-best beam search a go-
rithm mentioned above because the sub-syllabic units
were adopted, while for tone recognition the conven-
tional Viterbi search algorithm was used. At the end
of the utterance, the most probable tonal syllable se-
quence can then be easily obtained by backtracking the
entire utterance. In this way, the recognition of base
syllables and tones can be performed syllable by sylla-
ble in complete sfynchroniza.tion, with advantages that
not only extra information such as energy contour dips
have been applied, but the information in base sylla-
ble and tone recognition are now properly integrated in
equation (1).

Previous experiences [1, 2] indicate that multiple can-
didates of tonal syllables are definitely needed for the
linguistic processor to find out the most probable Chi-
nese character or word sequences simply because the
top 1 candidate is not necessarily correct. Here, a
very efficient technique is developed to generate multi-
ple candidates of the tonal syllables to construct a tonal
syllable lattice for the linguistic processor to work on.
In the syllable matching process mentioned above, for
any possible utterance section, not only the most li’kely
tonal syllable is reserved but all the N-best tonal sylla-
ble candidates are stored for backtracking. Therefore,
as long as the most likely syllable sequence is obtained,
the top N tonal syllable candidates for each utterance
section will be obtained simultaneously. The obvious
advantage of such a multiple candidate searching tech-
nique is that it’s suitable for real-time implementation
because no further computation is needed. In fact, as
will be shown below, it also provides higher accuracy,
i.e., a tonal syllable lattice including higher percentage
of correct tonal syllables is produced.

The experimental results are listed in Table 2. The
best recognition accuracy achieved here for tonal sylla-



tone
91.57%

tonal syllable
81.37%

base syllable
88.69%

Table 2: The results for recognition of tonal syllables,
based on Concatenated Syllable Matching.

bles is 81.37%, while those for base syllables and tones
are 88.69% and 91.57% respectively. Note that for both
base syllables and tones, tge recognition accuracies are
higher than those obtained previously in Table 1, be-
cause here the information in base syllable and tone
recognition are integrated. On the other hand, the top
N recognition accuracies are listed in the first row of
Table 3, in which the top N accuracy means the per-
centage that the correct tonal syllable is within the N
tonal syllable candidates selected. These results show
that such a multiple candidate searching technique is
very efficient in finding N most likely candidates for
the tonal syllables. Note that though the top 1 recog-
nition accuracy achieved here is not very high (81.37%),

the top 5 recognition accuracy of 97.12% is in fact rea-
sonable as long as a good linguistic processor is applied.

5 LINGUISTIC PROCESSING

With the top N tonal syllables recognized and a tonal
syllable lattice obtained as described above, this lat-
tice is first transformed into a word lattice via a lexical
access process in the linguistic processor as in Figure
1. Because every tonal syllable is in general shared
by many homonym characters, and it is possible for a
character to form either a mono-character word or poly-
character words after combining with adjacent charac-
ters as mentioned previously, such a word lattice can
be very large and complicated, especially when top N
tonal syllab%es are included and N is large. With such
complicated word lattices, the linguistic decoder cer-
tainf;r requires a very powerful Chinese language model
to find out the most probable output characters, words,
and sentences. Because the words are the basic buildin,
blocks of a sentences, a preliminary word-class-base
language model [2] is believed to be an efficient ap-
proach for the language model at least in the initial
stage here. The training corpus used in this research in-
cluges texts from newspapers, articles from magazines,
and parts from various novels, with a total of 5,303,554
characters (or 3,500,067 words). Some of the tone sand-
hi phenomena in continuous Mandarin speech have also
been included here. For example, a simple tone sandhi
rule is that when a syllable of Tone 3 is followed by
another of Tone 3, the previous one will be pronounced
as Tone 2. Theref’ore, when the obtained tonal syllable
lattice includes any tonal syllable pair with a Tone 2
followed by a Tone 3, if the base syllable of the previ-
ous syllable of Tone 2 combined with Tone 3 is also one
of the 1345 phonologically allowed tonal syllables but
not within the N-best list selected, the tonal syllable
with Tone 3 is then automatically added to the list.

The final results for character accuracy with different
numbers of syllable candidates included in the tonal
syllable lattice are listed in the second row of Table
3. It can be found that the best recognition accuracy
for characters achieved here is 88.69% when 5 syllable
candidates (or 97.12% of correct syllables) are included
in the tonal syllable lattice. Although 98.67% of correct
syllables can be included when 10 candidates are used,
it’s obvious that higher degree of ambiguity will reduce
the recognition accuracy in that case.
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number of candidates

included in the tonal 2 3 4 5 10
syllable lattice

% of correct tonal 0.4 4.907196.45197.12]98.67
syllables included

character accuracy 83.15186.25| 88.03]88.6988.03

Table 3: The final recognition accuracies for Chinese
characters.

6 CONCLUSIONS

In this paper, a continuous Mandarin speech recogni-
tion system with very large vocabulary but trained by
very limited training data s presented. This system in-
tegrates several important techniques including acous-
tic modeling of a set of sub-syllabic models for base syl-
lable recognition and another set of context-dependent
tone models for tone recognition, a concatenated sylla-
ble matching algorithm with an efficient multiple can-
didate searching technique to integrate the base syl-
lable and tone recognizers, and a specially designed
word-class-based Chinese language model for linguis-
tic decoding based on the special property of Chinese
words. The integration of these techniques gives the
first known results for complete recognition of contin-
uous Mandarin speech with very large vocabulary but
very limited training data. The best recognition accu-
racy achieved here is 88.69% for finally decoded Chinese
characters, while 88.69%, 91.57%, and 81.37% for base
syllables, tones, and tonal syllables respectively.
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