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Abstract

The tradeoff between picture quality and bandwidth usage is one of the most prominent
issues- in the world of broadcasting. Since broadcasters are able to simultaneously
tranémit multiple streams in a channel, they face the c.:hallenge of guaranteeing #ceﬁain o
picture quality required by each of the video streams transmitted while maximizing‘the
number of video streams carried in each channel. To address this problem; we deyelbped
an MPEG-2 based multi-program video coding system, suitable for digital TV
broadcasting, video on demand, and high c»‘léfinition‘TV over broadcaét sateliite networks
with lAimited bandwidth. The system can be easily implemented for commercial use in
digital broadcasting applications. Compared to present broadcast systems and for the
same level of guaranteed picture quality, our system greatly increases the number of

* video streams transmitted in each channel. As a result, a large number of tfansponders
can be freed to carry real-time broadcasting. By switching from tape storage to video
server technology, the need for numerous playback (VTR) systems at the hc?adend is
eliminated. In addition, the majoﬁty of the complete MPEG-2 encoders are réplaced«by
much less complex MPEG-2 transcoders. The freeing of numerous transponders, the
elimination of numerous playback systems, and the replacement of the coinplete MPEG-2
encoders with MPEG-2 transcoders provide a much more cost-effective solution for the

broadcast stations.
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Chapter 1 Introduction

The introduction of the MPEG-1 standard in 1991 and MPEG-2 in 1993 has led to an
increaéing number of market opportuniﬁes for new communication sefvices that provide
their customers with more flexibility, capability, and convenience than the existing
systems. One of the newer applications resulting from the standardization of MPEG 1s
Digital Satellite Broadcast (DSB). Analog satellite broadcasting has been around since
1962, the year when the first satellite TV transmission via Telstar I, an eight-minute
experimental broadcast from France to the U.S., occurred. In 1976, Taylof Howard of
San Andreés, California, becz;me the first individual to receive C-band sateilite TV
signals on a homebuilt syétem [24]. However due to the high cost of hardware, it was not
till 1980 that the first home satellite systerh priced below US $10,000 becafne available.
By 1989, the price of a home satellite system dropped to around.US$2000.00, and the
industry wéé able to ship only 383,000 units. However, after the demonstration of di gital
video compression by General Instrument and SkyPix in 1991 and the introduction of
new U.S. legislation guaranteeing access ;[o s.atellite-delivered cable programming
services by alternative multi-channel video providers such as Digital Broadcast Satellite
(DBS) operators, the number of shipped home .satellite systems sky-rocketed to 4 million
units by 1993 [24]. ‘Cunrently, at least three major Direct-to-Home Satellite Brbadcasting
companies are providing DSB services in the United States and together offering more
than 540 channels of programming [25]. Today, there are over 7.3 million DSB

subscribers in the United States [28].
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Another application that makes éxclusive use of the MPEG-2 standard is Digital
Television Broadcast (D"FV). Discussioné about providing digital television broadcasting
services in the U.S. has begun in 1987 when 58 broadcasters requested the Federal
Communications Commiftee (FCC) .terstab.lish a broadcast standard for high-resolution
TV services [26]. Howe{/er‘, due to technical implications énd povlitical issues involvea, it
was not till April 3, 1997, that the FCC was finally able to give its Qrders for the launch
of digital TV. “The FCC requires the éffiliates of the top four networks in the top ten
markets to be on-the-air with a digital signal by May 1, 1999. Affiliafes of the top four
networks in markets 11-30 must be on-the-air by November 1, 1999” [29]. When
applying a modulation scheme such és Vestigial Side Band (VSB) or Quadrature
Amplitude Modulation (QAM) on the 6. MHz analog channel used today, the channel can
sustain 19.3 Mbps of data. This bandwidth cﬁn accommodate a High Definition TV
(HDTYV) video program or five Standard Definition TV (SDTV) progréms. A HDTV
signal has about four tjmes the resolution of today’s NTSC signal while a STDV signal
has a resolution similar to £oday’s NTSC.si gnal. Since both DSB and DTV have the -
ability to supporf multiple programs in a single channel, broadcasters are given the
ﬂexibility as well as the ghallenges in coding and transmitting multiple sources down a

fixed bandwidth channel.

A typical digital satellite broadcast system consists of three parts: uplink earth
| stations (headend), distribution satellites, and downlink earth stations. Each transponder
in a satellite has the bandwidth to support multiple transmission channels, and each

transmission channel can carry multiple video streams. The uplink earth station is where
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the encoding and multiplexing of video streams take place. The video coding system
located in an uplink earth station comprises a set of video recording and pléybéck
systems, a video cassette archive, a caésétte library management system, a scheduling
* system, and a set of multi-channel compression systems (see Figure 1.1). A multi-
channel cémpression systém usually consists 0f a set of encoders, a channel controller, a
multiplexer, and a supervisory system (see Fi gure 1.2). Based on the program schedules
generated By the scheduling system, the video programs to be broadcast s-odn are
" retrieved frqm the archive and placed in the set of playback systems. Real-time video
programs are also played back immediately. The signa1 out of each playback system is
fed into a compression system. The necessary service,v parameters of a video program
such as bit-rate are set according to the contracted Quality of service (QoS), the video
program itself, and the coexisting Vi'de()- programs in the channel. The assigned bit-rate
does vary when the coding environment (e.g., the number of video programs coexisted in
the channef), the characteristics 6f the video program or the characteristics of other
coexist video programs change. However, the assigned bit-rate usually sfays constant for
a long'period bf time before it is chaﬁged. After parameter specifications, the video
programs are then encoded. lTl-le channel controller controls the multiplexing of the video

streams. .

Several drawbacks have been recognized in the current broadcast systems:
1. Inefficient use of bandwidth resulting from constant bit-rate (CBR) coding. Much -

work has already proven that CBR coding is inherently inefficient in terms of

bandwidth usage.
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Scheduling System

Video
Recorders

Video Playback Systems

Multichannel
Compression
Systems

Video Archive

Library
Management
System

Live Shows

2. Large picture quality fluctuation resulting from CBR coding. In addition to poor
ban-dw*idth usage, CBR coding also generates large fluctuations in picture quaiity.

3. Problgms with the use of videocassette tapes for afchiving. One video playback
system is needed for each pre-recorded video program to be transmitted. Although a
videocassette tape is a storage medium with huge storage capacity, it is also a
medium with no random access supports. Video tapes are subject to physical

deterioration when they are used frequently. The sharing of videotape cannot be

easily done when several people try to gain access to the same tape simultaneously.
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Multiple copiés of the tape are usually ﬁeeded to accommodate the demands. Most
importantly, vidéocassette tapes require large physical storage space.

4. The need for nﬁmerous encodefé and the high cost of the broadcast systems. Since
video programs are encoded immedia;tely before transmission, one encoder is needed
for each of the video programs to be transmitted. The high cost of the encoders

increases the cost of a broadcast system substantially.

Encoders

Multiplexer

Channel Controller

Supervisory System
Figure 1.2: Multi-channel compression system.

The goal of this thesis is to develop a simple yet effective multi-channel video coding

system. The system should address the problems encountered by' today’s broadcast
systems. More specifically, the coding system

1. should allocate bandwidth to each video program efficiently,

v
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2. should offer a consistent picture quality,
3. should have a lower cost than the cost of today’s systems, and

4. should not use cassette tape for archiving.

In order to rﬁéet the above requirements, we propose for our system

1. .the use of a bit allocation scheme that assigns to each video stream only the necessary
number of bits and minimizes the fluctuations in picture qﬁality,

2. the use of a set of transcodefs, which are structurally less complex thah an encoder,
for encoding the video programs immediatel‘y before transnﬁssion, and

3. the use of a video server for storing video programs.

We develop a two-stage joint bit-rate coding system that has all the characteristics
just described. The system is product-oriented and can be easily implemented for
commercigl use. The system has thvree components: a video encoder and a video server, a
joint bit-rate controller, and a set of transcoders. The system pérforms multi-channel
video encoding in two stages. During the first stage, the system performs high bit-rate —
high quality video encoding on the video sources. Durian the second stdge, it converts
the high bit-rate video streams to lower bit-rate video streams. When the lower bit-rate
video streams are multiplexed, the resulting stream satisfies the network bandwidth
requirement. Traditionally, the complexity of a video stream is determined on a p.icture
basis, and the complexity of a picture is estimated from the statistics of some other.
encoded picture. Such estimation is clearly not accurate in most cases. For example, the

complexities of the pictures immediately before and immediately after a scene change are
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obviously uncorrelated. Tb overcome the picture complexity estimation problem, our
system measures and records the picture complexities from actual data while it is
performing the encoding during the first stage. To simplify the bandwidth allocation
decisions in the second stage, we also define a -gfoup of pictures (GOP) complexity
measure that indicates the complexity of a GOP. By uﬁlizing the recorded GOP
complexities and picture complexities, our joint bit-rate control method distributes the
necessary bandwidth to each video source. Finally, the set of franscoders converts the
encoded high bit-rate video streams to ones that have their bit-rates determined using the

joint bit-rate control method.

This system gparantees the efficient use of the available‘ bandwidth. For the same
level of contrac;ted QoS, it significantly increases tﬁe number of transmitted video
streams per channel. Compared to existihg applications, this irﬁplementation offers a
very cost-effective solution by greatly reducing the number of playbéck systems as well
as “complete” MPEG-2 encoders needed at the broadcasting headend and by “freeiﬁg”

transponders for real-time broadcasting.

The organization of the thesis is as follows: in Section 2 we give an overview of the.
MPEG video encoding process and discuss some of the related works. In Section 3, we
describe our two-stage joint bit-rate coding soluﬁori.. In Section 4, we present the
simulation results of our system. Finally, in Section 5 we provide a summary and

possible future work.



Chapter 2 Background

MPEG is an audio-visual communication sfandard that is found in many applications.
The first version of MPEG, MPEG-1 [23], was designéd for digital medium storage of
audio-visual signals at 1.5 Mbps. The video coding of MPEG-1 was targéted for sources
with SIF resolution (352x240 at 30 non—interiaced frames/s or 352x288 at 25 non-
interlaced frames/s) at bit-rates of about 1.2 Mbps A\&A/hile the audio coding was targeted at
bitfrates around 250 kbps [3]. MPEG-2 is aﬁ extension to MPEG-1. It is more generic
and has more features énd capabilities than N[PEG—l., MPEG-2 is designed for béth
digital medium storage and t_ransmission and intended fQ; interlaced CCIR601 sourcé at
about 4 Mbps. However, MPEG-2 suppoﬁs bit;rates a'.[.high as 429 Gbps [3]. MPEG-2
is found in numerous applications. Digital Versatile Disc (DVD), Digital Video N
Broadcasting (DVB) and Digital TV (DTV) are three of the more prominent examples.
The focus of this chapter is to give the reader an overview of MPEG-2 video coding and

to describe some of the works that have been done on this subject.

Chapter 2 is organized as follows: in Section 2.1?, we outline the structure of an
MPEG-2 coded bit stream and briefly review the fundamental concepts underlying the
MPEG-2‘ video coding standard. In Section 2.2, we présent some of the previous works
done in the MPEG-2 video coding of a single source as well as the simultaneous coding

of multiple sources.
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2.1 MPEG-2 Overview

The MPEG-2 audio-visual coding standard currently consists of 9 parts, covering
different aspects such as systems, video, audio, compliance testing, and real-time
interface for system decoders. Part two of' the standard, which we refer to as the MPEG-2
video specification [2], specifies the syntax and the decoding semantic for an MPEG-2 |
compliant video stream. The specification does not specify the encoding process for
MPEG-2 video streams. It is up to the system designers to design systems that produce

MPEG-2 compliant video streams.

2.1.1 MPEG-2 Video Stream Syntax

The MPEG-2 video specification puts the information of a video stream into a

hierarchical structure that consists of six layers: sequence layer, group of pictures (GOP)

layer, picture layer, slice layer, macroblock layer, and block layer. All bﬁt the block layer

have their own headers, which store infomlation_pértaining to their respective layers. For

-example, the sequence header includes information such as bit-rate and optional quantizer

matrices, which are relevant to tﬁe entire video stream. The GOP header contains
information such as a time code for supporting random access, fast search, and editing -
[3]. The picture header comprises information such as pictqre coding type, picture
structure, and scan format, which are specific to that particular picture. Three picture
coding types are defined in MPEG to exploit spatiél redundancy and temporal
redundancy that are inherent in any video sequences. The three picture coding types are

Intra-coded pictures (I- pictures), Predictive pictures (P- pictures), and Bi-directionally

predictive pictures (B- pictures).. I- pictures are coded independently. P- pictures are

coded with reference to the most recently coded I- or P- picture. B- pictures are coded
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with reference to two pictures. One is the most recent I- or P- picture. The other is the
first I- or P- picture after the B- picture. These different picture coding types usually
appear in a repeating pattem such as IBBPBBPBB in the video sequence. Such a
repeating sequence of images makes up a GOP. Figure 2.1 gives an example of the GOP
structure and points out the pictures from which the .P- pictures and B- pictures are |
predicted. A slice is a series of éonsecutive macroblocks that are located on the samé
row of a picture. It is defined to aid resynchronization in case Qf transmission errors.
The slice layer contains information such as quantizer scale applicable to. al.l the
macroblocks in the slice. A macroblock is the smallest codable unit. It is made up of
four 8x8 luminance blocks and at least one 8x8 chrominance block. In the macroblock
layer, information such as the macroblock type, the quantizer scale, the motion type, the -
motion vectors, and the macroblock pattern of a macroblock is found. A block consists
of 8x8 pixel values of an image. The pixel values in a block are quantized and discrete

cosine transformed (DCT).

I- picture is the reference  P- and P- pictures are the
/ for P- picture reference for B- picture

CELTLLELECT

A GOP with Pictures in Display Order

Motion
Prediction

Figure 2.1: Relatlonshlp between I-, P-, and B- pictures in a Group of Pictures.
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2.1.2 _MPEG-2 Video Coding

The purpose of video codiﬁg is to compress a video sequence such that the resulting
video stream'has the desired bit-rate. Both MPEG- 1. and MPEG-2 use a block-based
compression techniqué that involves ijoth motion compensation prediction and discrete
cosine transformations. Figure 2.2 shows the block diagram of a typical MPEG video
encoding process. Firét, the sequence layer and GOP layer information are determined
froma user;supplied parameter list and encoded into the éutput video stream. Also based
oﬁ the user-supplied parameter list, the picture coding type of each picture is decided
upon and the pictufe layer information is gathered. Each image is then divided into
16x16 pixel macroblocks. Slice layer information and macroblock layer inforrhation are
determined and encoded. Motion compénsation predictions afe preformed on the

' rﬁacroblocks if the picture is a P- or B- picture. Each macroblock is then further divided
into 8x8 blocks. DCT is applied to each block, ana the resulting DCT coefficients are
subsequently quantized using both a quantizer scale and an 8x8 quantizer matrix.
Finally, the‘quantiz‘evd DCT coefficients are variable length encoded, and the resulting

video stream is outputted.

The amount of compression resvulting from coding depends on the bit-rate desired. In
MPEG video coding, compression is achieved by quantizing the blocks of DCT |
coefficients. Except for the DC term of an ’intra;coded block, the quantization step-size
used in quantizing a DCT coefficient is determinéd by both the quantizer scale and the
corresponding weighting fellg:tor iﬁ the quantizer matrix. Thevqu‘antization step-size of thé_
DC term of an intra-coded block dépends on the coding parameter intra_dc_precision,.

which is specified by the user. Since the weighting factors of a quantizer matrix are

11
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seldom changed during the codiﬁg process, bit-rate control is accomplished througﬁ :
changing the quantizer scale value. Two levels of bit-rate control, global and local, are
performéd in MPEG video coding. Global bit—rat¢ control assigns a tafget ﬁu’mber of bits
to each picture within a GOP. Based on the target number bf bits for the picture and
other information, a quantizer scale is dete'rmined.A in local bit-rate éoﬁtrql, this qﬁantizer
scale is refined for each macroblock in the picture so that the resulting number of Bits'
used in coding the picture closely matches the target.

Video Parameter
Source  List

| ] -

+ Discrete Zigzag or Variable Video
q Layef z Cosine Quantization Alternate Length . ——>
Information Transform Scan Coding
Gathering
3
GOP Layer ' Inverse
Information Discrete Cosine
Gathering Transtorm
+
, +
Picture Layer . z
Information .
Gathering
Division of the Motion ' Frame
Picture into A c ti St
Macroblocks and. > Compensation ore
Siice Layer | Prediction Memory
Information
Gathering

Figure 2.2: Block diagram of MPEG video encoding.

Two classes of video streams, CBR and VBR, can be generated by MPEG Video
‘coding. Fo; a CBR video stream, the bit-rate is regulated by assigning the same number
of bits to each GOP, regardless of the GOP’s complexity measure; i.e., activity level. If
the video stream is given a high bit-rate, some of the assigned bits are wasted when thé

pictures in the GOP are relatively less complex. On the other hand, if the video stream is

12
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. given a low bit-rate, the pictures that are more complex suffer from poor pictﬁre quality
because they have insﬁfficient Bits. VBR coding solves the inefficiency in bandwidth

- usage as welll as the inconsistency in picture quality by assighiné to individual picture or
individual GOP the number of bits it requires to achieve acceptable quality. That is,
high-complexity pictures are usually allocated more bits than low-complexity pictures. .

For the same level of QoS, the resulting VBR video stream has lower average bit-rate

1

requirement and more consistent picture quality than its CBR counterpart.

With a higher channel bandwidth, several video streams can be coded and
multiplexed together for transmission. Each video stream uses up only a portion of the |
‘a_vailable channel bandwidth. In this sitﬁation, there usually exists an exte‘m‘al
mechanism that regulates the bit assigﬁment for each video stream. The bit allocation is
usualiy based on the characteristics of the video sources as well as the network

conditions.

2.2 Related Works |

Bit allocation is_ the strategy used by the existing MPEG-2 encoding algorithms for
providing consistent picture quality. It is the process of determining a desired number of
bits for a GOP and/or for a picture within a GOP. The desired number of bits for a“CviVOP
and for a picture is called a GOP target and a Picture target respectively [21]. The aim
of bit allocation is to achieve picture quality consistency across all the pictures in a GOP:
Such consistency can be obtained if each GOP target and each picture target reflect Fhe '
activity and complexity level of the corresponding GOP and picture. In CBR coding, the

number of bits per GOP is fixed. The existing algorithms try to distribute this fixed

13
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number of bits to the pictures within the GOP in such a Qay that each picture target
reflects the activity level of the picture and the resulting picture quality is consistent.
Unfortunately, an optimum distribution cannot be easily found since the bit-rate of a CBR
video stream is tightly controlled. On the other hand, the number of bits required per
GOP is not fixed in variable bit—raté coding. The existing algori‘thms' can easily
determine an appropriate picture target fof each picture with the absence of é bit-rate
constraint. Two steps are taken in the. bit distriblition / bit allocatioﬁprocess. The first
step is the determination of the complexity level of a picture. The othér is the fnapping of

this complexity level to a picture target.

2.2.1 Video Coding of a Single Source

The Test Model 5 [4] originated from the MPEG committee defines picture complexit.y
as the pfoduct of the average picture quantization facfor and the number of bits used to
encode the picture. Since bit allocation takes place before the actual eﬁcoding of the
picture, both the ave:rage picture quantization factor and the number of bits used to
encode the picture are estimated from the most recently encoded picture of the same 'v
picture coding type. The mo‘ciel also defines picture target to be ‘proi)onional to both the
numbér of bits available for é GdP and the ratio of the picture compléxity to a weighted

sum of all picture complexities of the GOP.
In [5], Viscito and Gonzales define a coding difficulty factor for determining picture

targets. The coding difficulty factor ofa picture is the sum of the “mean absolute

differences from DC” of the intra-coded macroblocks in the picture and the mean
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absolute prediction differences of the inter-coded macroblocks in the picture. The mean
absolute differences from DC for an intra-coded macroblock is given by
3
A(r,e) =% A (r.0)
k=0

| (2.1)
A (r,e) =&Y |G, ) - dey]

where, r and ¢ are the horizontal and vertical offset counting from the top left corner of a
macroblock; k is the number of luminance blocks in a macroblock; A;; is the absolute
differences from DC of an intra- coded block; yk(i,j) is the luminance value of the intra-
,coded‘ biock, and dcy is the DC value of the intra-coded block.' The mean avbsolute‘

prediction differences for an inter-coded macroblock is defined as

. 3
mad(r,c) = %Zmadk (r,c)

k=0

mad, (r,c) :'6‘];22|ek(i’j)}

i=0 j=0 °

(2.2)

where, ex(i,j) is the prédiction error and mady(i,j) is the absolute prediction differences.

Finally, the coding difficulty factor of a picture is determined as

D= D A(r,c)+ Y. mad (r,c) (23)

macroblocke {intra—coded } -« macroblocke{inter—coded }
The picture targets for I-, P-, and B- pictures are determined by simultaneously satisfying
the following three equations:
Ceop =C, +n,C, +n,C,
D,-E
p = —£—4C, (24)
D,

D,-E.
D,

C

C, =wy C,

where, Dy, Dp, and Dg are the difficulty coding factors of I-, P-, and B- pictures

respectively; n, and.n, are the number of P- and B- pictures respectively; Cgop is the
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given GOP target; Cj, Cp, and Cjy are the picture targets for I-, P-, and B- pictures; E4 and
E'q are the average mean absolute errors of the past and future decoded pictures to which
the P- and B- pictures are referenced; wg is a wei ghting factor. Sincé D, and Dg are
unknown, when the picture targets are being computed, they are estimated from

previously encdded P- and B- piétures.

In [6], the picture complexity is defined as the ave.rage'variance of all 8x8 luminance
blocks in a picture. To determine picture targets, the algorithm first separates the video
sequence into‘segments of different scenes and classifies the scenes according to the
pictlire complexity of I-, P-, and B- pictures in the scene. Picture targets are then

obtained using pre-computed experimental I-, P-, and B- picture bit counts for each class.

Instead of using a picture complexity measure, [7] uses a macroblock aciivity
measure fdr picturé bit allocation. The macroblock activity measure is defined as the
average of the quality bit-count ratios over the quantizer scale index ranges [1, 2,..., 31].
For each quantizer scale, the quality bit-count ratio is determined from the bit-cdunt of
the original macroblock and the bit count of the encoded macroblock using this quantizer
;cale valué. A high ratio indicates that the macroblock is easy to encode and thus,

requires fewer bits.

[8] uses a feedback re-encoding method to determine picture complexities and picture
targets. For each picture, two encodings are performed. During the first encoding, the

picture complexity of a picture is estimated from previous I-, P-, or B- pictures in the
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same way as in TMS5 [4], and a picture target is determined from the estimated picture
eomplexity. The picture is then encoded. The corresponding average quantization factor -
Q and the number of bits R used in encoding the picture are obtained. "The picture
complexity is then updated, and the picture target is re-determined using the updated

picture complexity..

Another re-encoding method is found in [9]. The algorithm defines macroblock
complexity as the 'number of bits needed to encode a macroblock using a quantizer scale
g- The picture complexity of a picture is defined as the sum of the macroblock
complexities from all the macroblocks in the picture. The algorithm first encodes a
picture using a single quantizer scale value. Using the resulting bitcount from each
macroblock, the picture complexity is determined. The algorithm then distributes a given
GOP target to the I-, and P-, and B- pictures in the GOP using two -bit 'alloczttion ratios.
The bit alloeation ratios are derived from the picture c.omplexities of the most recent i—,
P-, artd B- picture. -

All above bit allocation techniques addtess the picture quality consistency 1ssue
related to the coding of a single video source. The techniques deseribed in [4], [5], and
[6] use statistics from previously encoded pictures or from vpreviously encoded training
sequences to make assum‘ptions about the current pictures. Past statistics usually are not
good representatives of the activity and complexity levels of corrent pictures because
scene changes occur rather quickly within a video sequence. Both [7] and [8] use re-

encoding to solve the problem from using past statistics. By encoding a picture or a

sequence more than once, more accurate complexity measures are obtained. However,
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re-encoding requires extra computations. It also introduces long delay before the

transmission of the video sequence.

2.2.2 Video Coding of Multiple Sources

T\.NO classes of techniques, statistical multipleXing and joint bit-rate control, can be used
in handling bit allocation for multiple program sources. The aim of these techniques is to
assign an appropriate bit-rate to provide consistent picture quality for each Video source
in the multi-program environment. Generally, the goals are 'accornpylished> by encoding
the video streams using VBR. Although both techniques support VBR compression in a
constant bit-rate medium and make use of this knowledge in performing bit allocation,

their bit allocation strategies are very different from each other.

~2.2.2.1 Statistical Multiplexing

Statistical multiplexing is usuéllly associated with packet éwitching or cell switching
networks such as an ATM network. It finds applications iﬁ Direct Satellite Broadcast
(DSB) more often than in terrestrial broadcasting since satellite transmission emplqysvthe
- AT™M -network protocols. In statistical multiplexing, VBR data from each Soﬁfce are splifl
:into fixed size segments or “cells”, and the cells are placed in a buffer. Immediately
before the tréﬁsmission, the cells from different sources are extracted frém the buffer, -
randomly interleaved, and multiple»xed. Three factors are found to have the greatest
impact on picture quality when video streams are transmitted via an ATM network [10,
11]. They are the number of lost cells, the number of pixels in an impaired region and its
shape, and the ’burstiness of the loss. In statistical multiplexing, the aim of bandwidth

allocation is to minimize the probability of cell losses.
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In an ATM network, the probability of cell loss can be minimized if the network is
informed about the behaviour that can be anticipated from each individual source.
Therefore, video traffic characteristics are first modeled before the actual bandwidth
allocation. After a traffic model is chosen, features or model parameters are extracted
from each video source. Based on the values of these parameters, the required bandwidth
is esﬁmated. For example, [12] uées a Markov chain to model video traffic. The mean of
cells generated per frame, u, and the standard deviation of cells generatéd per frame; G,
are the two parameters used in bandwidth estimations. A statistical model, found in [13],
uses the average bit-rate, the bit-rate variance, and the peak bit-rate Qf a video éburce as
parameters to characterize the video source. Using simulation results, [14] shows that a
VBR bit-rate video stream can be characterized using statistical measures such as the
marginal distributions and the peék—to-average ratio of the bit-rates. A parametric model
proposed in [15], uses nine fundamental indexes, whigh are the average intensit& level of .
each picture, the variance of the intensity levels in each picture, the entropy of the pixel
values in each picture, the vertical entropy of the pixel values in each picture, the
horizontal ehtropy of the pixel values in each picture, the pixel value difference.bétwegn
cpnsecutive pictures, the motion index of each picture, the temporal entropy of each
picture, and the temporal vertical entrop}; of each picture, to represent a VBR Vidéo
source.

Statistical multiplexing is based on the “law of large nlebers” [16]. Itis very
effective when the number of video sources to be multiplexed is large. Although
statistical multiplexing has its merits, it also has severél pitfalls. Because statistical

multiplexing is subject to packet loss, the entire channel cannot be used to its full
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capacity [17]. If a sourcé provides too much data, causing the buffer to overﬁow, packets
will be lost. Similarly, if data is being queued in the buffer for too long, causing it to
arrivé late at the decoder, the da’.ta will alsé bé considered lost. Thus, the performance of
statistical multiplexing depends greatly on the statistical model used. Any deviation of

the actual data from the model would create catastrophic effects in performance.

2.2.2.2 Joint Bit-rate Control

Joint bit-rate control is a mhlti-program rate control téchnique that can bve‘USed’in various
types of applications such as terrestrial broadcasting, satellite broadcasting, cable
transmission, or even ATM transmission. This te;chniqué is not associated with any
particular type of networks as in the case of statistical multiplexing. The idea of joint bit-
rate control is to allow the bit-réte of each individual video program to vary according to
some video characferistic such as the picture complexity, while the sum of all bit;rates
remains constant. In this technique, each video stream gets allocateci a portion of the
channel bandwidth at every instance. The aim bf joint bit-rate controi is to perform bit
allocation in such a way that the pictqre.quality of each video stream remains relatively
consistent. Sincé video streams under joint bit-rate control are not subject to packef loss,

the full channel capacity can be used.

Almost all of the existing joint bit-rate control techniques distribute the channel
bandwidth according to some relative parametrical measures of the video streams. For
example, the technique in [18] determines a picture target for each video stream by

defining picture complexity to be the same as in TM5 [4] and by using the same .

quantizatioh scale Q for all video programs at each picture. The picture target of each
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video stream depends upon the ratio of the stream’s picture complexity to the sum of the

picture complexities of all video streams. 1.e.,

Ry =28 p
S x,6)

where, R;(k) is the picture target for video stream i at picture k; X;(k) is the picture

(2.5)

targ et

complexity for pfcture k of video stream i; Ryarger s the sum of the available number of
bits to each picture k of all video streams, and G is the number of video streams to be

multiplexed.

A similar technique to [18] is found in [17]. The latter models the picture quality VQ
of a picture to be expohentially proportional to the ratio of the picture target to the picture
complexity. ije.,

VQ =10(1-e™'*) or R=-X xIn(1-2) | (2:6)
where, R is the picture target, and X is the picture complexity. By setting the picture A

quality for all video streams to be equal, the average picture target R satisfies the

equation — =~In(1- %) . The individual picture target R;is proportional to the ratio of

|| =l

the picture complexity to the average picture complexity. i.e.,

e

R =ZLR  (27)

X

Instead of comparing picture complexities, the technique in [19] allocates to the
picture of each video stream a bandwidth that is proportional to the video stream’s traffic.

The traffic of a picture is characterized by two parameters— the reference bandwidth
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BWPCTi an.d the estimated bandwidth requirement BWggti. The rcference bandwidth of a ’
picture is determined by the total bandwidth available to the pictures of all video streams,
the picture coding type, the GOP structure of each video stream, and the current state of
the total virtual buffer. The estimated pictﬁre bandwidth is based on the picture coding
type. For I- pictures, it is determined by encoding its AC coefficients with a fixed
quantizer scale. For P- pictures, the estimated bandwidth can be obtained by encoding its
coefficients after motion compensation prediction, or it can be obtained by using the
estimated bandwidth of the previous P- picture. For B- picture, the bandwidth can be
estimated by encoding the coefficients, or it can be estimated by using either the
bandwidth of the brevious B- picture or using universal constants from the previous P-
picture. The target picture bit-rate is then determined by the ratio of the sum of reference

bandwidths of all video streams to the sum of estimated bandwidths of all video streams.

i.e.,
; |
Y BW,, |
BW, = xBW,, (28)
Y BW,,
i=1

where, G is the number of video streams to be multiplexed.

As in the case of bit allocation for a single video source, the above techniqueé suffer
from picture quality ihconsistency when thevpicture characteristics are estimated from
past statistics.. Another problem of these techniques is that they treat the bit allocation
problem at the picture level. That is, one picture from each video stream is processed one
at a time. Trcating the bit allocation at the picture level requires the re-computation of

picture target at every picture. It also requires the distinction between I-, P-, and B-
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pictures. In [18], the picture coding types from all video programs are assumed to be
synchronous. That is, only I-, P-, or B- pictures from all video streams are being
processed at each instance. This assumption is rather limiting since no one can guarantee
that at each instance, only one picture coding type is encountéréd. In [17], the distinction
between I-, ?—, and B- pictures is eliminated by assuming the same complexity for each
picture in a scene. This assumption is usuaily invalid since P- and B- pictures utilize
motion compensated prediction and thus, have lower bit requirenlents and lower picture
complexities than thoso of the I- pictures. The technique found in [19] recognizes Fhe
necessity to distinguish between I-, P-, and B- pictures and provides different methods for
finding the referenoe bandwidth and the estimated bandwidth of I-, P-, and B- pictures.
The problem of picture coding type distinction can also be treated if the bit allocation
decisions are performed at a higher leyel in the MPEG hjerarchical stru'cture‘than the
picture level. An example of tne latter approach is found in [16]. By performing bit
allocation at the GOP level, this technique eliminates both the computation of the picture
target for every pictiire and the necessary distinctions between I-, P-, and B- pictures

when the bit allocation decisions are made at the picture level.

2.3 Summary

In this chapter we reyiewed' the basics of MPEG-2 video coding. An MPEG—Q video
stream has six layers of information. The top level is the seqﬁence layer, followed by the .
GOP layer, tne picture layer, the slice layer, the macroblock layer, and the block layer.
Co;npfession in MPEG is partially achieved by the qulantizétion of DCT transformed

blocks. Two classes of video streams, CBR and VBR, can result from MPEG-2 video

coding. VBR video streams, whose bit-rate is not fixed, offer more consistent picture




Chapter 2 Background

quality than CBR video streams. The existing MPEG-2 video coding methods try to
maintain consistency ih picture quality via bit allc;cation: processes. In bit allocation, the
complexity of a picture is determinéd' and a mapping function is applied to this picture
‘complexity in order to obtain a picture target for the picture. Many e\xisting‘techniques‘
use past statistics to estimate picture éomplexities. Since video streams have non-
stationary characteristics, the estimated picture éomplexities in many cases do not reflect
the activity level of the ci;rrent picture‘. In situétions where a high channel bandwidth is
available, multiple video sources can be multiplexed together for transrnission‘. Statistic
multiplexing and joint bit-rate control are two classes of bit éllocation £echniques used in
multiple-source coding. In statistical multiplexing, video stream data are segmented into
cells, and the cells are placed in a buffer. Immediately before transmission, cells from all
sources are extracted from the buffer and multiplexed. Since video streams in statistical
multiplexing are subject to cell loss, the channel is not used tb its full capacity in 6rder to
avoid buffer overflows and loﬁg delays, whfch are the m.ajo'r contributors to cell loss.
Joint bit-rate control allows the bit-rate of each yideo_stréam to vary accdrding to the
stream’s activity level, while the sum of all bit-rates remains constant. Bit allocation in . ‘ Y
joint Bit-rate control is done .by determining the current picture éomplexify of each-yideo
stream and then distributing the channel bandwidth to each video stream according td the
determined picture cémplexitics. Many existing joint bit-rate control techniques estimate
the picture complexities from past statistics. In addition, they perfbrm bit allocation on a
picture basis. Treating the bit allocaﬁon problem at the picture level requireé t'he
computation of picture target for every picture. It also requires distinctions between I-,

P-, and B- pictures.
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Advancements in multimedia technology and digital communications enabled
broadcasting of multiple programs 1n a channel, .which was used to transmit a single
analog program. Besides news, sports, and some other live shows, the majority of the
broadcast programs such as movies, corﬁmercials, and music videos, are pre-recorded.
The current practice in digital broadcasting is that broadcasters pre-record these materials
into some storage medium such as tape. When it is time to transmit the programs, the
. contents are pulled out, encoded, multiplexed, and transmitted. The trade-off between
© picture quality and bandwidth is of the most importance in analog and digital
broadcasting. The level of picture quality and the efficiency in bandwidth usage are
strongly influenced by:
1. the quality of the -video encoder,
2.  the choice of the m‘ultiplexing method and the ability to opti'rﬁélly distribute
bandWidth to the video streams based on content and com‘plexity,
3. the available bandwidth,

4. and the number of programs to be transmitted simultanéously. -

We develop a two-stage joint bit-rate coding system, which is a two-stage digital
video encoding solution to, .rnulti—pr.ogram transmission. This system guarantees that,
giveﬁ the available bandw‘idth, each individual video stream is assigned a desired bit-rate,
and each _individqal picture within a video stream offers desired picture quaiity that

reflects the content of the picture.

25




Chapter 3 Two-Stage Joint Bit-Rate Coding

Acceptable picture quality can be achieved if a video encoding system is able to
perform bit allocation that reflects the activity ana complexity of the video stream. Many
encoders use a global complexity measure, which is estimated from past statistics, to
allocate a certain number of bits for each pi.cture in a GOP. The ability of past statistics
to make assumptions about the cc;mplexity of current picturés is limited. A good
approximation can be made from past statistics only if the scene of the currentl picture is
closely related to the picture from which the statistics are extraéted. Unfortunately, given
the non-stationary characteristics of video programs, this assumption is not always valid.
Therefore, other measures are needed to determine the activity and cofnplexity of a video
stream. In our proposed two-stage joint Bit—rate coding system, the picture quality issue
is addressed via a two-stage encoding approach. In the first stage, the GOP and picture
complexity statistics are foﬁnd fof each GOP. This information is then used on the same

GOP in the second stage.

Guaranteed picture quality can be achieved if a multiplexing ‘scheme does not under-
assign bit-rates to each video stream. Similarly, efficient use of bandwidth can be

achieved if the multiplexing scheme does not over-assign bit-rates to each video stream.

. For example, in CBR transmission, channel bandwidth is wasted when the relatively

simple content is encoded with a high bit-rate. On the other hand, picture quality suffers
when active content is encoded with a low bit-rate. In our proposed two-stage joint bit-

rate-coding system, the bandwidth issue is addressed via a joint bit-rate control scheme.
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This chapter is dedicated to describing the syétém- we developed. In Section 3.1 we
give an overview on our two-stage joint bit-raﬁe coding system. In Section 3.2, we
discuss the first-stage video encoding process in details. In Section 3.3, we describe our
joint bit-rate control process. In Section 3.4, we introduce the cbncept of transcoding and

describe how transcoding works in our solution to give the desired video bit-rates.

Finally, we prévide a summary in Section 3.5.
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3.1 An overview of the TWo-Stage Joint Bit-Rate Coding System
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Figure 3.1: Block diagram of the two-stage joint bit-rate coding system.

Figure 3.1 shows the block diagram of the proposed two-stage joint bit-rate coding
system. The system has three key components: a video encoder and a video server, n
joint bit-rate controller, and a set of transcoders. Generally, a transcoder is a mechanism
that converts compressed video from one format to another [20]. In our system,' the
transcoder is a mecha}mism that converts a compressed video stream having a neﬁain bit-
rate to another having a different bit-rate. Our coding system divides the multi-program
encoding process into two stages. The first stage involves an off-line encoding of the
original video sources, using minimal compression and maintaining high picture quality.
At this stage, the required statistics about the complexity of the different pictures in each
video source are gatnered. The outputs of this process consists of streams encoded in
MPEG-2 fprmat as well as data files containing the statistics of the video contents, which

we call complexity files. Botn the encoded streams and their corresponding complexity
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files are stored in the video server. The encoded video streams that result from the first
stage encoding process have a van’able bit-fate, which is higher than that require_d for
broadcasting. During the second stage, GOP targets for each vjdeo stream are
determined, given the available bandwidth and the video content statistics. The joint bit-
rate controller uses two complexity measures to guide the bit allocation decisions. Then,
.thevhigh bit-rate video strearfls are transcoded using these GOP térgets. The bit—rate
conversion by the transcoder matches the encoded video streams of the first stage to thé
specifications and requirements of the broadcas'ting network. The resulting outputs of the

system are video streams that are encoded with desirable picture quality and bit-rates.

The advanfages of our two-stage joint bit-rate coding system over today’s digital
broadcast ‘systems are fourfold:
1. more video streams are carried in a channel;'
2. the picture quality of the video streams is more consistent;

3. thé cost at the headend is lower.

B

the éoding time of the video streams before transmission is shorter

While present broadcast systems requires one encoder for each video source for
encoding the video éources simultaneously, video sources can be encoded one stream at a
time in an off-line encoding process. Therefore, off-line encoding allows fewer complete'
,vencoders to be used. Video content analysis performed in the first stage produces
statistics that reflect the activity and complexity of the video sources. Using these

statistics to guide the bit allocation decisions results in video streams with desirable
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picture quality and desirable bit—fates. More Videb streams are carried in a channel as
each video stream is assigned with only the necessary number of bits.. During thé first
stage of our process, the computationa]ly intensive motion corﬁpensation predictions ére

~ also performed. Of all the functiéﬁ blocks involved in an encoding process, motion
compensatiori prediction accounts for most of the computation time. As an e;(ami)lé, the
two-step full-search block-matching algorithm used in an MPEG-2 encoder requires 90%
~ 95% of the total nurﬁber of compﬁtationé [22]. Thus, computiﬁg motion compgnsation
prediction during the first stage reduces the comple);ity of a transcoder since the neéd for
computiﬁg motion compensation predictidn during the secénd stage is eliminated. This

" also reduces the encoding delay before transmission. Sincefewer ‘co‘mpl-ete.video
encoders are required and the cost of a transcoder is significantly cheaper than a complete

encoder, the cost at the headend is lowered.

3.2 . First Stage Encoder

. Video coding is the first stage of the two—stagé joint bit-rate coding process. The
objective of this stage is to encode the original video sources at very hi gh variable bit-
.r'ates in order to guarantee Video q'ﬁality very close to the oﬁginal. At the same time,
complexity filgs, which reflect the complexity of the content of each video stream, are
generated. Figure 3.2 illustrates the block diagram of the ‘éncoder. The encoder performs
spatial transférmation, fixed quantization; motion compensation predict'ion, and variable
length coding on video sources. This encoder differs from the general MPEG-2 encoder
in thét fixed quantization is used; i.e., a single quantization step—size is-util-ized

throughout the entire encoding process to quantize a video program.
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" Video P - Coded
Source + . Discrete Fixed Zigzag or Variable Video
p2 Cosine > Quantization Alternate Length = f———»
Transform Scan Coding
-X ‘
Inverse
Discrete Cosine
Transform
Motion ' Frame
—» Compensation Store
Prediction Memory

Figure 3.2: Block diagram of the first-stage video encoder.

3.2.1 Fixed Quantization

The MPEG-2 Video Specification [2] has defined two default quantizer matrices, one for
intra-coded macroblocks and the other for inter-coded macroblocks (see Figure 3.3). If
one or both quantizer matrices are not included in the video stream, the default values are

used.

(8 16 19 22 26 27 29 34] 16 16 16 16 16 16 16 16|
16 16 22 24 27 29 34 37 16 16 16 16 16 16 16 16
19 22 26 27 29 34 34 38 16 16 16 16 16 16 16 16
22 22 26 27 29 34 37 40 16 16 16 16 16 16 16 16
22 26 27 29 32 35 40 48 16 16 16 16 16 16 16 16
26 27 29 32 35 40 48 58 16 16 16 16 16 16 16 16
26 27 29 34 38 46 56 69 16 16 16 16 16 16 16 16
127 29 35 38 46 56 69 83| 16 16 16 16 16 16 16 16|
(a) Default intra quantizer matrix (b) Default non-intra quantizer matrix

Figure 3.3: Default quantizer matrices defined in the MPEG-2 Video Specification.

The majority of the weighting factors in the default intra quantizer matrix are larger

than the weighting factors of the default non-intra quantizér matrix. Therefore, I-
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pictures, which are all intra-coded, have larger quantization step-sizes than P- and-B-
pictureé when fixed quantization is used. Performance e{/aluations have shown that using
the default matrices iﬁ the»first stage of our process results in Videb quality significéntly
| lower than that desired. Figure 3.4 shows the picture quality for two different video
streams (MICROSOFT ROBOT and GARDEN) encoded usi.ng the default quantizer matn'c;es.
We use the peak signal-to-noise ratio (PSNR) of a picture as the picture quality. PNSR is

defined as

255
PSNR =10x 1o _— 3.1
' gm(MSE] ( )

where, MSE is the mean squared error of a picture, which is computed as

MSE=W%Hgg(0rg[i,j]—rec[i,j])2 (32)

where, W is the horizontal resolution of the picture; H is the vertical resolution of the _

picture; org[i,j] and rec[i,j] are the pixel values of the original and reconstructéd picture

respectively.
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Figure 3.4: Picture quality (PSNR) of test sequences encoded using 3 fixed quantizer
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Since for our implementatidn, it is essential to maintain very high picture quality in
the first stage video encoding, we propose .the use of a modiﬁed intra quantizer métrig for
intra-coded blocks during the first stage, which minimizes the distortion in the I- pictures.
During the second stage, the default intra quantizer matn'x.will be used. For inter-coded
blocks, the default non-intra quantizer matrix is used. Figure 3.5 shows the proposed
modified intra quantizef matrix with weighting factors equal to those of the default non-
intra quantizer matrix except for the DC term. The proposed smaller weight factors result

"in less distortion in the overall video stream. Table 3.1 shows the PSNR values obtained
using the default intra quantizer matrix as well as our proposed matrix. We observe that
the test sequences»have an overall 0.5 dB incréase in average PSNR, a 2.8 dB increase in
the éverage PSNR of I- pictures for MICROSOFT ROBOT, and a 4.3 dB increase in the‘
average PSNR of I- .pictures for GARbEN. These figures traﬁslate to an average 5.4% and
11.3% improvements in I- pictures for the MICROSOFT ROBOT sequence and the GARDEN
sequence respectively. Figure 3.6 compares the picture quality of the video streams
obtained using the default and our proposed matrices. From the,graphs, we observe that -

the use of our proposed matrix significantly improves the quality of the pictures.

'8 16 16 16 16 16 16 16|
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16

16 16 16 16 16 16 16 16
Figure 3.5: The modified intra quantizer matrix.
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8
.

Matrix Quahtizer Average ‘Average Average Average
Scale - | PSNR (dB) | PSNR (dB) | PSNR (dB) | PSNR (dB)
I- picture | P-picture | B- picture |

MICROSOFT ROBOT _
Default 6 47.49 47.93 47.25 47.52

| Proposed 6 47.90 50.60 47.41 47.67
Default 7 46.54 46.63 46.35 46.60
Proposed - 7 46.98 49.32 46.55
Default 8 45.64 45.98 4537

46.14

N

‘| Default 6 40.84 39.42 41.09 40.96
Proposed 6 41.32 43.73 41.19 41.01
.| Default 7 39.74 37.95 40.01 39.90
Proposed . 7 40.24 42.12 40.13 39.98
Default 8 38.86 37.25 38.82 38.81
Proposed 8 39.21 41.73 38.97 38.92

Table 3.1: PSNR values of test sequences encoded with the default and proposed intra -

quaritizer matrices.
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3.2.2 Video Server: Trade-off between Cost and Picture Quality

Video sources are usually represented in D1’ format. The latter requires a huge number
Qf bits to represent the video‘pictures. Although the price of disk storage has come down
drastically over the past yeérs, video servers are .not cost effective in storing D1 Quality
videos. It is, thus, necessary to compress the original video sources before we store them

in video servers. There is a trade-off between cost of storage and picture quality.

Since quantization is a lossy operation, the larger the qﬁantization step»-sizerused, the
more distortion is introduced in a picture. However, it is also true that the larger the
quantization step-size used in quantization, the smaller number of bits is needed to
encode a picture. We determine a maximum fixed quantizer scale paramefer, Whjch
guarantees no visible artifacts after transcoding the video streams. Althéugh smaller
quantizer scale may also be used, it is important to note that the same fixed quantizer
scale parameter should be used for all video streamé, in order to corréctly comp?re them
during the second stage of our process. Figure 3.7 and 3.8 éhow the qu_ality-duantization
(0-0Q or PSNR-Q) relationship and the rate-quantization (R-Q) relationship for the

MICROSOFT ROBOT and GARDEN video streams. The PSNR-Q relationship describes how

the picture quality of a picture changes as the quantizer scale changes. The R-Q

relationship describes how the number of bits needed to encode a picture changes as a“
function of the quantizer scale. We observe that the decrease in the PSNR or the number
of bits used to encode a picture gets smaller as Q increases. Performance evaluations

have also shown that by using a quantizer scale greater than 7, artifacts of a video stream

D1 refers to the non-compressed Standard Definition digital video signal with 4:2:2 format [27].
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become visible after the video stream has been transcoded. Therefore, 7 is our maximum

quantizer scale value.
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Figure 3.9 and 3.10 compare the picture quality of two video streams (MICROSOFT
ROBOT and GARDEN) that have been encoded with fixed quantizer scales 7, 8, and 10 and
transcoded to the same variable bit-rates. Both video streams are 2 seconds in length and
have a pixel size 720x480. The video streams have been encoded at 30 frames/sec, with
a GOP size of 12, and a GOP pattern of IBBPBBPBBPBB. The variable bit-rate
assignments are obtained by putting the video streams through our two-stage joint bit-rate
coding system. In Figure 3.9 and 3.10, the rectangles outline the areas where artifacts
cannot be seen when the video streams are quantized with a quantizer scale of 7, but the
artifacts become visible when the video streams are quantized with larger quantizer

scales.

(a) Encoded fixed quantizer scale 7.
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(b) Encoded at fixed quantizer scale 8.

(c) Encoded at fixed quantizer 10.
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(d) Encoded at fi;ed (e) Encoded at fixed (f) Encoded at fixed
quantizer scale 7. quantizer scale 8. quantizer scale 10.

(g) Encoded at fixed (h) Enoded at fixed (1) Erioded at fixed
quantizer scale 7. quantizer scale 8. quantizer scale 10.

(j) Encoded at fixed quantizer scale 7.

(k) Encoded at fixed quantizer scale 8. (I) Encoded at fixed quantizer scale 10.

Figure 3.9: Picture quality comparisons among MICROSOFT ROBOT encoded at fixed
quantizer scales 7, 8, and 10.
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s p—

(c) Encoded at fixed quantizer scale 10.

(d) Encoded at fixed (e) Encoded at fixed (f) Encoded at fixed
quantizer scale 7. quantizer scale 8. quantizer scale 10.
Figure 3.10: Picture quality comparisons among GARDEN encoded at fixed quantizer
scales 7, 8, and 10.
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3.2.3 - Complexity Files

A complexity file is a record of the picture and GOP éomplexities. Picture complexity is
defined as the number of bits used to encode a picture dqring the first stage of our
process. The picture bit counts from this stage reflect the complexity of the picture
content because a single quaﬁtizer scale value is applied to the entire video stream.
Therefore, if a picture is highly active, its spatial transformation will have more non-zero
coefficiehts than pictures which has low activity levels, and thus, more bits are needed to
encode the picture. GOP complexity is defined as the sum of the picture complexities in
a-GOP, which is also the number of bits used to encode all pictures of a GOP. GOP '
complexities are used in joint bit-rate control.to determine GOP targets. Picture
complexities are used-in the transcoding process to determine the picture bit distributions
within a GOP. Besides picture complexities and GOP complexities, the following

parameters are also included in a complexity file:

N ' - the number of frames within a GOP; .

<

(M-1) is the number of consecutive B frames between an I
frame and the first P frame following it (or between two
-consecutive P frames); ‘

frame_rate_code - avalue that represents the frame rate used in the video stream;

max_rate - auser-defined bit-rate that represents the bit-rate needed by the
video stream during which the video content is most active;

min_rate - auser-defined bit-rate that represents the bit-rate needed by the
video stream during which the video content is least active;

number_of frames -  the number of frames the video stream comprises.
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3.3 Joint Bit-Rate Controller

The second stage of our encoding system consists of a joint bit-rate controller that
oversees the bit allocation operations of thelvid.eo streams té b¢ multiplexed in a single
channel. This controller receives the encoded video streams and their corresponding
complexity files, which were generated during the first encoding stage. Based on this
information and the given chafmel bandwidth; the controller determines a GOP target for
each video sourée on a GOP basis and sends these GOP targets to the set of transcoders.

,

The controller assumes that-all video streams have the same N, M, and frame_rate or the

same =

’ ﬂame_ rate( _#of GOP%
sec

). For a given bandwidth, the aim of our joint bit-rate

controller is to offer appropriate bit allocation and consistent picture quality for each

GOP of the video streams.

There are two functions performed by the joint bit-ra’tg controller:
1. an admission test to accept or reject each Video requesting to be transmitted and
2. aprocessing procedurAe for each GOP to determiﬁe the appropriate GOP target for
‘each video source.

Figure 3.11 illustrates the dataflow diagram of the joint bit-rate control process.

3.3.1 Admission Test

The purpose of the admission test is to reject any new video stream requesting to be
transmitted, if its addition to the system degrades the quality of the presently transmitted
video programs to an unacceptable level. Our admission test follows the following

simple procedure: It sums up the min_rate of all streams currently present in the system
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as well as the min_rate of the new stream. If the sum is gréater than the channel rate, the
new video is not accepted for transmission; otherwise, the new stream is added to the
system. If a more sophisticated admission test is required, this module can be easily
replaced or modified since replacement does not affect the operation of the system; the

entire system would work the same way as before.

Is there a new Read complexity Perform Does the New video stream is
video requesting to be Yesd| file of the new Admission Test on controller accept this No-™ rejected -
transmitted? video the new video new video ?
Yes
v
. ; : Anymore new
New video stream is . "
No videos requresting to be
added to the system wansmitted?
No
< N
agar gz"gg‘; target Read a GOP Determine the initial Adiust the GOP Send the adjusted
gge%% d to transmit :ll ity from each GOP target for each ""'a rgets —» GOP targets to a set
videos video's complexity file video o of transcoder

Has each GOP of each
video been processed?

End

Figure 3.11: Dataflow diagram of the joint bit-rate control prdcess.
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3.3.2 Processing Procedure for a Group of Pictures

For every GOP, the joi.nt.bit—rate controller performs the following five stepé:

1. it computes the nécessary number of bits required to transmit the GOP’s of all video
streams, which We call aggregrate_GOP_target;’

2. itreads "[he GOP complexity of the cuﬁent GOP of each individual video stream;

3. -it determines an initial GOP target of each video stream based on the square root of

- its complexity relative to the sﬁm of the square root complexity of a}l video streams;

4. it adjusts the value of the initial GOP target of each video stream based on the user-
defined max_rate and min_rate; |

5. it sends to a set of transcoders the adjusted GOP target at which each coﬁesponding

video stream must be transcoded.

" While the admission test ensures that each video stream present in the system has at
least the minimum bandwidth it requireé, the computation' of the aggregrate_GOP_target.
ensures that all video streams together do not use more than the necessary bandwidth.
This means, that the video streams do not always consume the éntire channel bandwidth.
The free bandwidth could be used to provide other services such as Internet and long-

distance telephone. The aggretrate_GOP_target is determined as

Np

~necessary _bandwith = min(channel _bandwidth, Zmax_ratei) (33)
' i=1 : .

aggregrate _GOP _ltarget = necessary _ bandwidth [(£2L59F%)

sec

where, Nj, is the number of video streams present in the system; £2L99Fs gspecifies the

sec

number of GOP’s transmitted per second; the sum of max_rates indicates the maximum
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rate needed to transmit the current GOPs of all the video streams, assuming each of the
current GOP’s comprises the most active segment of its video stream. By using the
minimum of this sum and the channel bandwidth, we eliminate the possibility of over-

assigning bandwidth to the video streams.

The joint bit-rate controller allocates a fraction of the aggregrate_GOP_target to the
current GOP of each video stream. The initial fraction assigned to each video stream is

‘proportional to the relative GOP complexity of the video streams.. That is,

GOP _Complexity.
GOP _target, = N:/ = plexity:

2 \/ GOP _Complexity,
k=1

*aggregrate _GOP _target (34)

The square root function is applied to the GOP complexities because it compresses the
complexity ratio between the high-complexity streams and the low-complexity streams
into a reasonable range of values. When the'complexities of the video streams reach

" GOP _Complexity
Np
Z'GOP _Complexity,

k=1

extreme high levels, using the ratio results in allocating a large

‘proportion.of the aggregrate_GOP_target to the high-complexity streamé, leaving

insufficient number of bits for the low-complexity streams. Performance evaluations

\/ GOP _ Complexity

improves

have shown that assigning GOP targets according to —
' 2 \/ GOP _Complexity,
k=1

. the bit allocation between different sources.
A special case for the joint bit-rate control algorithm is when there is only one video

‘stream present in the system. When this situation occurs, the joint bit-rate controller will
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assign the same GOP target for all GOP’s. As a consequence, the resulting video stream

after transcoding is a CBR video stream.

In some cases, the assigned GOP target may go beyqnd the

max_target (: max_rate /(%)) or belbw the min_target (= minrate /'(%))
derived from the user-defined max_raié and min‘__rate. This is especially true when some
video streams present in the system Have extremely high GOP comple);ities while others
| haye extremely low GOP complexities. The aggregrate_GOP_target is determined using
“the max_rate of each video stream and distributed émon’g the video streams according to
their present GOP complexities. If low-complexity segments of the video streams are
- encountered, the controller will aséign to those video streams GOP targets lower than
their corresponding max_target. Thé video streams currently having high-complexity
segments, on the other hand, will be given GOP targets above their respective
max_target. Therefore, some GOP target adjustment is hecessary. Figure 3.12 shows the

flow diagram of the GOP target adjustment algorithm we applied after the initial GOP

target assignment.
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Figure 3.12: Flow diagram of GOP target adjustmen"c algorithm.
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Basically, the GOP target adjustment aléorithm compares the initial GOP target of
each video with the video’s m‘iﬁ_target -and max_target. One of three cases arises as the
result of the comparison:

1. The_ initial GOP target is below min_target. The algorithm records the difference -
between min_-tarfget ﬁnd the initial GOP target and adds the' difference to an
accﬁmulator, AccBelow. The diffefence betWeen min_target and the initial GOP

. target comprises the additional number of bits that the video stream must have for this

GOP in order to achieve the minimum acceptable video quality.

2. Theb initial GOP target is greater than mq)é_target. The allgorithm recor;is the |
difference betwéen max_target and the initial GOP target and adds the difference to
an accul.l'iulator, AccAbove. The difference Between max_target and the initial GOP
target represents the allocated nurﬁber of bifs that can be reduced from the GOP while
still meeting the user’s requirement.

3. The initial GOP target' falls within min_target and max_target. The algorithm adds

“ the GOP complexity of this GOP to an accumulator, Total_Complexity_In_Range, for

later use.

Next, the bit adjustment algorithm compares AccBelow with AccAbove. One of
three cases arises:
1. AccAbove is greater than AccBelow and AccBelow is not zero. That is, the extra
nufnber of bits obtained from the video streams that hgve initial GOP targets greater

than their max_targets can totally compensate for the extra bits required by the video

streams that have initial GOP targets less than their min_targets. Thus, the algorithm
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distributes the extra bits among the videos with initial GOP targets below min_target.

The extra bits are distributed as follows:

GOP _ CQmpleXityi
Npetow ’
2 GOP _ Complexity

i=1

extra _bits, = *extra_bits  (3.5)

where, Nyeow 1S the number of videos thét have their initial GOP bit-rate below their
min_rate.

2. AccAbove is greater than AccBelow énd AccBelow is zero. That is, there are extra
bits available, but no streams are starved for bits. The algorithm, in this case,
distributes the extra bits to the video streams with initial GOP targets falling within
the min_target, max_target range, improving their video qua;lify. The extra bits are
distributed as follows:

GOP _ Complexity,

Y GOP _ Complexity

i=1

extra _bits, =

— *extra_bits  (3.6)

where, Nin_range 18 the number of videos whose initial GOP bit-rate. falls within the
(min_target, max_target) range.

3. AccAbove is less than AccBelow: The extra bits obtained from the video streams
with tﬁeir initial GOP targets greatér than their max_targets cannot totally
compensate for the insufficiency of the video streams with initial GOP targets less
than their min_targets. Thps, the algorithm needs to take ;clway bits‘ from the video .
streams wifh initial GOP target in the (min_iafget, max_target) range. The taken-
away bits, combined with th¢ extra bits obtained from the videos with initial GOP
targét greater than their md}c_target, are distributed to the videlo streéms that require

more bits. The taken-away bits plus the extra bits are distributed as follows:
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GOP_Complexi |
TSSO wextra_bitstiaken_ away_bity  (3.7)

N'GOP_Complexity

i=1 .

extra_bits =

whére, Nbelow i the number of videos that have their initial GOP target below their

min_target. ‘ ’

Figure 3.13 and 3.14 show fhe results from examining the> performance éf the joint
bit-rate 4convtroller. The first set of video sequences consists of GARDEN, BUS, BALLET, and
WCROSOﬁ ROBOT. Each of these four sequences is 2 seconds in length and has a
720x480 resolution. The second set of- video sequences consists of fou'r segments from
the trailer of MAN IN THE IRON MASK. Each segment is 10 seconds in 1ength and has a
720x480 resolution. All video sequences from the two sets are encoded at 30 frames/sec
with a fixed quantizer scale of 6, a GOP size of 12, and a GOP pattern IBBPBBPBBPBEB.
Figure 3.13(a) and 3.14(a) illustrate the GOP complexity of each video stream. Figure
3.13(b) and 3.14(b) trace the GOP targets assigned to the two sets of video test
Sequcnceé. Figure 3.13(c) and 3.14(c) show the sum of the GOP targets from each bit
a}locaﬁon decision. We observe that the GOP target assi ghments of each video stream
closely match the stream’s GOP complexities. In addition, each individual video

sequence is assigned with variable GOP targets, and the sum of the éssigned GOP targets

or the aggregate_ GOP_target at each instance is constant.
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x10° GOP Bit Allocation

P I R BROBOL .« - v itooo e oo
o Microsoft Robot+Bus i,
+Microsoft RobotoBuuBullet
7 x Mi

“number of bits per GOP
. P ¥

‘————-""’\ 3

0 1 2 3 4 5
GOP number~

(c) Sum of GOP targets assigned to all video segments.

Figure 3.13: GOP bit allocation performed by the Jomt bit-rate controller for MICROSOFT

ROBOT, BALLET, BUS, and GARDEN
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(c) Sum of GOP targets assigned to all video segments.
Figure 3.14: GOP bit allocation performed by the joint bit-rate controller for SEGMENT 1,
SEGMENT 2, SEGMENT 3, and SEGMENT 4 of the MAN IN THE IRON MASK trailer.

3.3.3 Parameters for Optimizing Transcoders’ Performance -

As shown earlier, our joint bit-rate contrbller uses the GOP complexities recorded in the
complexity files to determine the GOP targets for each video stream. Then, this
information is sent to the transcoders. Each transcoder, upon receiving it§ corresponding
GOP térget, distributes it to the picfurés in the GOP. The jdint bit-rate controller can help
the transcoders in 6ptimizing their performance by providing them with the picture

complexities or picture targets derived from the picture complexities.

3.3.3.1 First Parameter Set: Picture Complexities -

Sending picture complexities as additional information to the transcoders is beneficial. It
eliminates the need for the transcoder to estimate the picture complexities from
previously coded pictures. Instead, the transcoders now have accurate measurements on

the complexity of each picture without perfdrming any analysis. By making use of these
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received picture complexities, the transcoders can determine for each picture a picture

target that reflects the picture content.

3.3.3.2 Second Parameter Set: Target Picture Bit-Rates

By using the picture complexities recorded in complexity fiies and the GOP target
determined, the joint bit-rate contrdllér could actually perform the picture bit allocation
for the transcoders. As a result, the complexity of a traﬁscoder can be reduced and the
encoding delay in the transcoding stage can be shofteﬁed. The picture target of a picture

is given as follows:

Picture _ Complexity,
~ .
2 Picture _ Complexity,

j=l

Picture;Targeti = *GOP_Target (3.8)

where, N is the number of picturés in a GOP; Picture_Complexity is the picture
complexity of each picture recorded in the complexity file; GOP_Target is the GOP

target determined by the joint bit-rate controller.

3.4 Transcoders

Transcoding is the final step of the joint bit-rate -coding process. Itis pefformedl
immediately before multiplexing and transmission of the.video streams. The first half of
the transcoding process partially decodes the video stream up to the stage where all DCT ‘
coefficients of macroblocks are obtained: The latter half of the transcoding process re-
quantizes the DCT coefficients and puts the video stream back together. Thus, our
trans¢oding process involves variable length decoding, inverse scanning, inverse
quantization, re-quantization, forward scanning, and variable length encoding of the

incoming video stream. Figure 3.15 shows the block diagram of the transcoding process.
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Figure 3. 15: Block diagram of the transcoding process.

A transcoder, essentially, consists of a cascaded decoder and encoder [20]. The
complexity of a transcoder can range from the most complex, where it comprises a
complete decoder and a complete encodef, to the simplest, where it is just a re—quantiier.
Our transcoder implementation takes on the simplest approach. We can do so because
the objective for our transcoding process is to compress the video stream:fron‘l a high bit-
rate to a lowgr bit-rate suitable for transmission. That is, no other reformatting s'uc.hAas
resampling is involved. Since re—quahtization is the sole purpose of our tr;mscoding
process, changes on performing DCT, the picture types, carrying a new set of coding
decision, or a re-estimation of motion vectors is not required. Therefore, all these

information, already obtained during the first stage, can be used. By reusing the set of
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coding decisions and the set of motion vectors, we reduce the transcoder’s complexity

and the processing delay.

3.4.1 AThe Transcoding Processing
Two.functions are performed b}y our transcoder:
1. an inifialization procedure to obtain all thé ‘necessary-inforrr'lation t‘(‘)l be used during
| franscoding and
2. a GOP processing procedure to transcode the current GOP - from the initial high bit-
rate to the desired target GOP bit-rate.

Figure 3.16 illustrates the dataflow diagram of the transcoding processing.

3.4.1.1 Initialization A

During initialization, the transcoder

1. rec‘eives infdrrhation such as N, M, and tﬁe number of framés in tfle video stream
from the joint bit-rate controller;

2. decodes Seduence Header and all other sequence header extensions to retrieve
information about the video;

3. initializes sequence rate control. The initialization of sequence rate control consists
of the initial estimation of picture complexity and the initial estimation of virtual

buffer fullness for each picture coding type.

3.4.1.2 Transcoding Prdcedure for a Group of Pictures

For every GOP, the transcoder performs the following steps:

1. it decodes the GOP Header;
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. " Get and put back '
Rrg(t::"fr:\trmesreg?et?:rigg .| Sequence Header Initialize sequence
L~ and related rate control
from the joint bit-rate controller information
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Receive GOP
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No
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last picture in the

is this the
last GOP in the

- Figure 3.16: Dataflow diagram of the transcoding process.
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2. itreceives from the joint bit-rate controller a GOP térget for the current GOP;
3. it initializes GOP rate control;
4. for each picture in thq GOP,
a. itdecodes the Picture Header and all other picture extension headers;
b. it determines the picture target for each picturé;
c. it i‘nitializes picture rate control;i |
d. it determines the appropriate quantizer scale parameters to re—quantize the picture;
e. it updates the picture rate control parameters.
The GOP rate coﬁtrol initialization records the received GOP target obtained from the
joint bit-rate controller. The picture target for the next picture in the GOP is defined as in

the TM5 picture target procedure [4]:

R bit _rate
T, = max )
1+Npo +NbXb 8X frame _rate
XK, XK,
R - bit 1
T, = max i rae (3.9)
N N,K,X, 8x frame _rate
i Xpr
R bit _rate
T, = max , ; -
+NPK,,XP 8X frame _rate
" X,K,

where, K;, and K, are constants defaulted to be 1.0 and 1.4 respectively; N, and Ny, are
the number of P- and B- pictures remaining in the current GOP in the coder; X, X, and

Xy are the estimates of the picture complexity of the next I-, P-, and B- pictures; R is the

64




Chapter 3  Two-Stage Joint Bit-Rate Coding

remaining number of bits assigned to the GOP. The picture complexity estimates, Xj, X,

and X,, are defined as follows [4]:

X, =S5,0, ,
X,=5,0, (3.10)
X, =5,0,

where, S;, Sp, and Sy, are thg number of bits used to code the previous I-, P-, B- picture,
and Q;, Qp and Q) are the average quantizer scale parameter used to encode all
macroblocks of the previous I-, P-, and B- pictures. During the initialization of picture
rate control, the initial quantizer scale parameter for the piéture is estimated. This
quantizer scale parameter is then refined for each macroblock within the picture. The
transcoder uses this refined cjuantizer scale parameter to re-quantize the macroblock.

After the entire picture is re-quantized, the remaining number of bits, R, is updated.

3.4.2 Picture Bit-Rate Distribution

In Section 3.3.3, we introduced two sets of parameters, the picture complexities and the
picture targets, which the joint bit-rate controller can send to the transcoder to help
optimize picture bit distribution. In this section, we discuss the necessary changes to be

made to the transcoder in order to take advantage of these two parameter sets.

3.4.2.1 Transcoding with Given Picture Complexities

The first parameter set consists of picture complexities. As 'discussed in Section 3.3.3.1,
the joint bit;rate controller sends to the transcoder a GOP tﬁrget for the current GOP and
the picture corﬁplexity of the pictures in that GOP for every GOP vin' the video stream.
The tranécoder, thus, receives these two pieces of information from the joint bit-rate
controller at the beginning of each GOP transcoding procedure. Step 4 of the transcoding

procedure discussed in Section 3.4.1.2 becomes
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4. for each picture in the GOP,
a. it decodes the Picture Header and ail other picture extension headers;
b. it determines the picture target for each picture using the picture complexities
received; '
c. itinitializes picture rate control,
d. it determines the appropriate quantizer scale parameters to re-quantize the picture;
e. it updates the picture rate control parameters.
The picture target for each picture coding type is also determined aécording to Equation

3.9. Howéver, instead of using Equation 3.10 to estimate picture complexities, the

* received picture complexities are used.

3.4.2.2 Transcoding with Given Picture Bits Distribution

As discussed in Section 3.3.3.2, the second set of parameters is the picture target. In this

- case, the transcoder also receives two pieces of information from the joint bit-rate

controller at the beginning of each GOP transcoding procedure:
1. the GOP target for the current GOP;
2. aset of picture targets for the pictures within this GOP. The picture targets are

computed using Equation 3.8.

- Therefore, step 4 of the transcoding procedure .becomes :

4. for each picture in' the GOP,
a. | it decodes the Pict}lre Header and all other picture extension headers;
b. it initializes picture rate control; |
c. it determines the appropriat_e‘quantizer scale parémeters to re-quantize the picture;

d. it updates the picture rate control parameters.
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Figufe 3.17 and Tﬁble 3.2 compare the picture quality of the segments from the MAN
IN THE IRON'MASK trailer, which were transcoded using GOP target information 6n1y, ‘
with those transcoded using GOP target as well as picture complexities. The variable bit-
rate assigned to each video segment is determined by the joint bit-rate céntroller. Table
3.3 summarizes the bit-rates assigned to the video segments. From Table 3.2, we observe
that there is an average of 0.2 dB improvement in picture quality resulting ffom using

picture complexities.

Figure 3.18 and Table 3.2 cémparé tﬁe picture quality of the MAN IN THE IRON MASK
trailer segmenté transcoded using GOP targets only with those transcoded using both
GOP targets and picture targets. The same bit-rates shown in Table 3.3 are assigned to
video segments. The results from Table 3.2 show that the addition 'of picfure targets

gives an average 0.9 dB improvement in picture quality.
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| Coding Algorithm

Std. Dev.

Avefage v . Min.
PSNR | PSNR PSNR PSNR
Segment 1
Joint using GOP targets only 50.97 19.90 71.60 36.10
Joint using GOP targets and picture 50.94 9.54 71.60 37.20
-complexities '
Joint using GOP and plcture targets 51.79. 9.37 71.70 40.70
\\ \_\‘ \\\ K \ N\\\\\. R
Segment 2
Joint using GOP targets only 50.88 11.00 71.60 37.80
Joint using GOP targets and picture 51.35 11.00 71.60: 39.20
complexities :
Joint using GOP and picture targets 52.17 10.30 71.70

e e

| Segment 4

SR

Segment 3

Joint using GOP targets only 43.16 5.76 54.10 33.80
Joint using GOP targets and plcture 43.46 5.59 64.40 32.80
complexities :

Joint using GOP and picture targets 44.24 5.68 65.40

Joint using GOP targets only 74.23 9.54 71.60 36.90
Joint using GOP targets and picture 47.29 9.59 71.60 36.90
complexities

Joint using GOP and picture targets 47.62 9.31 71.60 37.80

Table 3.2: Comparison of PSNR values for video streams encoded with joint bit-rate

coding using GOP targets only, with joint bit-rate coding using GOP targets and picture
complexities, and with joint bit-rate coding using GOP and picture targets.

.Average Bit-Rate Maximum Bit-Rate | Minimum Bit-rate
(Mbps) (Mbps) (Mbps)
Segment 1 3.37 4.65 2.56 -
Segment 2 3.56 4.94 2.53
Segment 3 4.80 5.99. 3.71
Segment 4 4.26 5.81 2.53

Table 3.3: Bit-rates of the four MAN IN THE IRON MASK video segments assigned by the
joint bit-rate controller.
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3.5 Summary

In this chapter, we presented our two-stage joint bit-rate’coding system that is intended
for the video coding of multiple video sources for transmission in a constant bit—rafe
- medium. The system focdses on providing consistent pfcture quality to each video
stream present in the system and on allocating to each video stream an appropriate
portion of the given channel bandwidth, which is‘dependent on the picture complexities.
In order to achieve the goals of our system, we use a two-stage coding appfdach. The
first stage analyzes the activity level of the pictures in each video stream and records the
data in complexity files. It also facilitates the processing of the second stage by |
performing motion compensation predictions on the video séurces. By using the results
from the gﬁalyses performed during the firs>tAstage and the knowledge of the available
chanﬁel bandwidth, the joint bit-rate cc;ntroller dete@nes the number of bits needed to
encode a GOP of each video stream and send these GOP targets to a set of transcoders.
The transcoders carry out the bit allocation decisions by re-quantizing their
corresponding video streams. As an enhancement to the system, the joint bit-rate
controller alsQ sends a set of picture complexities or a set of picture targets to each

transcoder, facilitating the picture bit allocation process during the transcoding stage.

In the simulation results to be discussed in the next chapter, we will show that our
two-stage joint bit-rate coding system significantly reduces the fluctuations in picture
quality of all video streams.. We will also show that the bit allocation decisions

performed by our system reflect the complexities of the video streams.
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In the previous chapter, we presented our two—stagé j.oint bit-rate coding systém for
coding multiple video programs simultaneously. The system is designed to provide more
efficient usage of the available bandwidth. It is also designed to offer each vid@o stream
more consistent picture quality than that obtained by coding each video stream
individually at a constant bit-rate. By using the two-stage apbroac’h, the system also
reduces‘»thc coding delay introduced immediately before the multiplexing and
transmission of the vidéo streams. To test the‘ performance of our system, we compare
the bandwidth consumption of each individuél viciéo stream encoded using ouf coding
system with the bandwidth consumption of the same video stream encoded using the Test
Model 5 ’[4] algorithm. To illustrate the picture quality consisten(;y provided by our
system, we compare the standard deviations of the picture quality (PSNR) of the
reconstructed images obtained from ouf coding. system with the standérd deviation of the
picturé quality of those images obtained by independént CBR coding. We also compare J
the CPU time used to encodé a video stream using our system and that using the TMS

algorithm [4].

* In this chapter, we present the simulation results of the tests. In Section 4.1 we
describe the setup of the tests. In Section 4.2, we shbw the bit-rates as well as the PSNR
standard deviations of the test sequences obtained by using our system and by

independent CBR coding. In Section 4.3, we present the results from timing analysis.
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4.1 Setup

- Two sets of simulations were carried out using our joint bit-rate coding system. The first
set involves six \l/ideo sequences at a total bit-rate of 20 Mbps. The video'éequences are
segments extracted from the trailer of THE MAN IN THE IRON MASK. The second set
involves five vi_deo sequehces at a total bit-rate of 18 Mbps. The video sequeﬁces |
comprise extremely complex scenes and less comple); scenes from various video clips.
anch video sequence is 10 seconds in length and has a spatial resolution of 720x480.

This resoiﬁtion is appréximately double the ones used in present broadcast systemks.‘ For
example, DirectTV uses a spatial resolution of 545x480 for safellite transmission; GI uses
368x480 for céble transmission; TCI uses 352x480 for cable transmission. Therefore, the -
bit-rates of the resuiting 'video streams are expected to be higher than those encountered
in present systems. All video sequences were interlaced, encoded at a frame rate of 30

- frames/s with a color sampling ratio of Z1‘:2:0. The GOP pattern used in each sequence is
IBBPBBPBBPBB. With the option of providing additional information, the joint bit-rate

controller is set to send both GOP targets and picture targets to the set of transcoders.

4.2 Simulation Results

The MAN IN THE IRON MASK trailer is composed of various scenes from the movje.
Between scenes, black frames have been inserted to signal the change of scenes. Thesé '
black frames, when engoded, have extfemely high PSNR values (above 55 dB). We have
chosen to ignore thlese frames in the discussion of picture quality fluctuation vsince their

inclusions in the analysis would give a bias to the results.
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Table 4.1(a) shows the bit-rates for the six THE MAN IN THE IRON MASK sequences

encoded using joint bit-rate coding. Table 4.1(b) shows the average GOP complexity of

' the same ‘s‘ix video _sequences'. Table 4.2(a) shows the bit-rates for the five video

sequences from the second test set encoded using our joint bit-rate coding system. Table

4.2(b) shows the average GOP complexity of the same five sequences. It is evident that

* with joint bit-rate coding, each video sequence was encoded with different number of bits

depending upon its cemplexity. For example, from THE MAN IN THE IRON MASK test

sequences, SEGMENT 3 was encoded using 30% more bits than SEGMENT 2. The square-

\[Average — Comple‘xitySeémenIS
\/Averagé _\CompleXitySegmemZ

k)

rooted complexity ratio of SEGMENT 3 to SEQUENCE 2,,

1.38. Thatis, the square-rooted complexity of SEGMENT 3 is 38% higher than that of

SEGMENT 2. Using the second set of video sequences as another example, the average bit-

rate ratio of SEQUENCE 1 to SEQUENCE 2 is 1.02, and the square-rooted complexity ratio of-
SEQUENCE lito SEQUENCE 21s 1.03. Therefere, the bit assignments aﬁd the relative o
complexities of a video sequence are closely related. Fi gure 4.1 and Figure 4.2 show the
GOP complexities and bit-rates assigned By the joint bit-rate controller for each of the six
MAN IN THE IRON MASK sequences and each of the five video sequences from the second
test set respectively. There is a high degree of resemblance between the GOP complexity
plot and the bit-rate plot of each video sequence. It is evident that the bit—rate‘of each
video sequence_yaries in time and in accordance with the complexity of the GOP in that

instance. -
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Average - Standard Maximum Minimum
(Mbps) Deviation (Mbps) (Mbps)
. (Mbps) -
SEGMENT 1 2.90 . 0.33 3.66 2.52
SEGMENT 2 3.03 0.42 3.86 2.55
SEGMENT 3 3.95 0.58 5.17 3.10
SEGMENT 4 3.56 0.72 4.93 255
SEGMENTS | 3.08 T 053 3.98 2.50
.SEGMENT 6 347 0.36 3.99 2.52

Table 4.1(a): Bit-rates of the MAN IN THE IRON MASK video sequences encoded using the
joint bit-rate coding system. ‘ '

Average Complexity
. SEGMENT 1 S 870560
SEGMENT 2 1022600
SEGMENT 3 1945100
SEGMENT 4 - 149 1000
SEGMENT 5 1101000
.| SEGMENT 6 : | 1671900

Table 4.1(b): Average GOP complexity of the MAN IN THE IRON MASK video sequences.. .
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Average Standard Maximum Minimum

- (Mbps) Deviation (Mbps) (Mbps)

' (Mbps) : :
SEQUENCE 1 3.79 1.71 8.02 1.88
SEQUENCE 2 3.73 1.52 7.38 1.96
SEQUENCE 3 3.52 - 1.58 127 2.06
SEQUENCE 4 3.23 1.61 7.78 1.94
SEQUENCE 5 3.73 _ 1.46 - 1.76 2.39

Table 4.2(a): Bit-rates of the video sequences from the second test set encoded using the
joint bit-rate coding system. ‘

Average Complexity
SEQUENCE 1 . 2974767
SEQUENCE 2 ' 2778334
SEQUENCE 3 | 2720989
| SEQUENCE 4 2290514
SEQUENCE 5 2818206

Table 4.2(b): Average GOP complexity of the video sequences from the second test set.
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Figure 4.1: GOP complexities and bit-rates of the MAN IN THE IRON MASK vide

sequences.
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Figure 4.2: GOP complexities and bit-rates of the second set of video sequences.

Almost all video sequences have periods of highly complex scenes as well as periods

of less comi)lex scenes. If independent CBR coding were used, the bit-rate of each vided
- stream had to be set to a high enough valué to guarantee that the picture quality of the

video stream during the most active segment be similar to the picture quality of fhe same
segment obtaiﬁed using our system. Using the six video sequences from THE MAN IN THE
IRON MASK as an exarﬁple, if the video streams wereyto be encoded using CBR coding,
the' bit-rates of the six video stréams would have to be set to 3.66 Mbps, 3.86 Mbps, 5.17
Mbps, 4.93 Mbps, 3.98 Mbps and 3.99 Mbp.s. HoWever, since CBR coding cﬁrectly
encodes the video streams while our joint bit-‘rate coding system re-quantizes the video
streams, a slightly lower bit-rate could be used fqr the CBR coding of each video stream. :
Fpr the six video sequences, the constant bit-rates that give the most active segment of

the video streams picture quality similar to the picture quality obtained using our-joint

i

84




Chapter 4 Simulation Results and Discussions

bit-rate coding system are 3.66 Mbps, 386 Mbps, 4.80 Mbps, 4.70 MBps, 3.80 Mbps and
3.70 Mbps for SEGMENT 1, SEGMENT 2, SEGMENT 3, SEGMENT 4, SEGMENT 5, and

SEGMENT 6 respectively. Therefore, the 20 Mbps channel would not be able to
.accommodate all six CBR video streams. Instead, only 4.9 video streams could be fitted

into the 20 Mbps channel.

For the second set of video sequences, the constant bit-rates that give the most active
segment of the video streams picture quality similar to the picture quality obtained using
- our sysgem are 6.90 Mbps, 6.64 Mbps, 7.20 Mbps, 7.20 Mbps, and 6.50 Mbps for
SEQUENCE 1, SEQUENCE 2,V sﬁQUENCE 3, SEQUENCE 4, and SEQUENCE 5 respectivély. The
18 Mbps channel could not accommodat_e all five CBR video streams. Instead, only 2.6

CBR video streafn_s could be transmitted simultaneously down the 18 Mbps channel.

Table 4.3 and Table 4.4 summarize the standard deviations éf the ?SNR values
obtained using our joint bit-rate coding systerﬁ as well as thése from CBR coding. It
should bé noted that for the MAN IN THE IRON MASK video sequences, the PSNR values of
the black frames inserted in between scenes are no‘t included in thisl_ar'lalysisv,. The lower
PSNR standard deviations from joint bit-rate» coding show that our joint bit-rate coding
system significantly reduces the fluctuation in picture quality of the resulti.ng video
streams. For the first set of test sequences, an average 15% reduction in picture quality

fluctuation is achieved by our system. For the second set of test sequences, our system

lowers the picture quality variations by 21%.
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Coding Method : Standard Deviation PSNR
SEGMENT 1
Joint bit-rate using GOP complexities and picture targets 2.68

SEGMENT 3

Joint bit-rate using GOP complexities and picture targets

SEGMENT 4 '

Joint bit-rate using GOP complexities and picture targets | - : 3.65
TMS5 CBR @ 4.70 Mbps '

o

SEGMENT 5

- | Joint bit-rate using GOP complexities and picture targets 2.81

SEGMENT 6 ‘
Joint bit-rate using GOP complexities and pi(_:ture targets : 4.49
TMS5 CBR @ 3.70 Mbps ' , 4.73

Table 4.3: PSNR standard deviations for MAN IN THE IRON MASK video sequences.
encoded using our two-stage joint bit-rate coding system and encoded independently”
using the TM5 method. B
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Coding Method } Standard Deviation PSNR |

SEQUENCE 1
Joint bit-rate using GOP complexities and picture targets | - 5.17

EQUENCE 2

Joint bit-rate using GOP complexities and picture targets | 4.93 | .

Joint bit-rate using GOP complexities and picture targets 5.18

\ N
.| SEQUENCE 4

Joint bit-rate using GOP complexities and picture targets 4.66
TMS CBR @ 6.50 Mbps - : 6.10:

Table 4.4: PSNR standard deviations for the second set of video sequencés’ encoded using
our two-stage joint bit-rate coding system and encoded independently using the TM5
method. '
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4.3 Timing Analysis

Our joint bit-rate control system reduces the coding delay expéﬁenced before the video
streams are multiplexed and transmitted. Delay reduction is achieved by our system
because motion compensation prediction was performed ahead of time. Therefore,
instead of encoding a video stream completely, our system only needs to transcode thé
video streams to ones that haV.e the bit-rates specified by the joint bit-rate cqntroller. To
illustrate the performance ‘of our system inlreducing coding delay, we compare the CPU
time used by O;JI‘ transcoder in traﬁséoding a video sequence with the CPU time used by a
TMS5 encoder in encoding the same video seqﬁence. The TMS encoder employs an
exhaustive iﬁteger vector block matching algorithm for motion compensation prediction.
- The éearch window for thé motion vectors.of P- pictures is set to be (11,11). The two
sets of:search windows for both the forward and the backward motion vectors of B-

~ pictures are {(7,7), (3,3)} and {(3,3), (7,7)}}. ‘Since we would like to emphasize fhé
benefits in performing motion compensation predictions ahead of time, only the time
used by our transcoder in performing variable length- decoding, re-quantization, and
variable length encoding on all macroblocks and the time used by the TM5 encodé;r‘ in
performing motion compensation prediction, discrete. cosine transform, and variable
length encoding on all macroblocks are récordéd. Some I/O operations are involved in
variabie length coding. However, since only a few bytes are read or written in éach /O

operation, the CPU time used in performing such I/O operations is assumed negligible.

Both sets of video sequences were analyzed using a Sun™ Ultra Sparc™ workstation

with one Sparc™ floating point processor at 167 MHz, 128 Megabytes of RAM, and
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running under Solaris™ 2.5: Table 4.5 and Table 4.6 show the CPU time recorded in

transcoding and encoding the two sets of video sequences that are 10 seconds in length

each.
Coding | SEGMENT 1 | SEGMENT 2 | SEGMENT 3 | SEGMENT 4 | SEGMENT 5 | SEGMENT 6
Joint 210.660 236.470 333.910 282.780 247.340 318.580
CBR 1865.740 | 1921410 | 2101.440 | 2010.230 | 1890.990 | 2059.210
Joint 0.113 0.123 0.159 0.141 0.131 0.155
CBR -
Table 4.5: CPU time used in transcoding-and encoding the MAN IN THE IRON MASK video
sequences. ' :
Coding SEQUENCE 1 | SEQUENCE 2 | SEQUENCE 3 | SEQUENCE 4 | SEQUENCE 5
(sec) (sec) (sec). (sec) - (sec)
Joint 384.350 368.020 372.050 356.420 396.710
CBR 2393.262 2120.865 2176.417 2284.886 1974.297
Joint 0.161 0.174 0.171 ~0.156 0.201
CBR

Table 4.6: CPU time used in transcoding and encoding the second set of video sequences.

From the results shown in Table 4.5 and Table 4.6, the transcoding performed by our

joint bit-rate coding system provides a huge improvement in shortening the coding delay.

For the first set of test sequences, the time required for tfanscoding the video streams, on

average, is about 13.7% of the time used in encoding the video streams completely. For

the second set of test sequences, our‘system speeds up the coding process by 82.7% .




Chapter 4 Simulation Results and Discussions

44 Summary

The performance of our two-stage joint bit-rate coding system is presented in this

chapter. It is shown that the bit allocation decisions performed by the joint /bit—rate
controller reflect ;the complexities of th;: video stréams. More video streams can be
supported in a channel if joint bit-rate coding is used instead of CBRcoding. For our

| first set of test sequences, all 6 video streams encoded using our joi‘nt bit-rate coding
system are transmitte.d in the 20 Mbps channel while c;nly 4.9 video streéms encoded
using CBR coding are transmitted in the same channel. For the second set of test
sequences, 5 instead 2'.6 video streams are transmitted in the 18 Mbps when our system is
used. The joint bit;rate coding system is also able to reduce the picture quality van'-ation’ .
in the video streams. An average of 15% and 21% reduction in picture quality fluctuation _
are achieved for the first and the second set of test sequences respecﬁvely. Simulation

results have also shown that by transcoding instead of real-time encoding the video

streams, our system saves about 80% of the coding time.
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S 1 | Summary |

With the high bandwidth that is available in digital bfoadcasting, it is more efficient and
cost-effective to multiplex several video sources together and transmit the multiplexed
video sfrgam via the fixed capacity medium. The two challenges in broadcasting multiple
sources are using the available bandwidth efficiently and maintaining consistent picture
quality in each of the video streams multiplexed. Currently, broadcasters either assign a
fixed portion of the available channel bbandwidth to each video stream or statistically
multiplex the video streams for transmission. As discﬁssed in Chaptér 2, CBR coding
sufférs from significant fluctuati'ons in picture quality. Since statistical multiplexing is
subject to packet loss, the channel bandwidth is not efficiently used. The goal of this
thesis is to develop a multiple-source video.coding system that can reduce the variations

in picture qualify and make efficient use of the channel bandwidth.

We achieve our goals by developing a two-stage joint bit-rate coding system for
simultaneous coding of multiple sources. This system can be easily implemented for
commercial use in digital video broadcast applications. The system uses a two-stage

approach. During the first stage, the video sources are encoded with very high picture

quality and the complexities of the video streams are recorded for later use. Knowing the

complexities of the video streams, the system determines the necessary number of bits
needed to encode each video stream.. A'set of transcoders is implemented in the system

to execute the bit allocation decisions. This two-stage encoding system is intended for
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~video that was archived and not for video programs to be transmitted live.

When comparing to present broadcast systems, for the same picture quality our
system greatly increases the number of video streénﬁs transmitted in each channel.
Simulation results have shown that our two-stage joint bit-rate coding system increases
the nurﬁber of video stréams supported from 4.9 to 6 in a 20 Mbps channel and from 2.6
to 5 in an 18 Mbps channel. The results show a 22% and a 92%. improvement. Such
improvements are very significant since a largé number of the transponders can be freed
up to carry real-time video programs or to provid¢ other communjcation' services. By
switchingbfrqm tape storage to video server technq]ogy, playback systems are elirrﬁnated
'since video streams can be directly accessed via fhe video server. Presently, an éncoder
is needed for each video stream to be transm'itt.e.c.l. Hbyvever, since the first-stage yideo
encoding of our system is an off-line procéss, fewer cbmplete encoders are required for
our system. The simpler structure of a transcoder makes the manufacturing of the
transcoder hardware much easier than the manufacturing of the encoder hardware. Both
of these properties translate to a lower cost at the headend. In addition to the gain in
bandwidth and the reduction in cost, simulation results have also shown that our system

reduces picture quality fluctuation by 15% ~ 21% and that it speeds up the coding

process by 82 ~ 87%.




Chapter 5 Summary

5.2 'Future Work
Our two-stage joint bit-rate coding system is devéloped for applications that b_i‘nvolve the
broadcasting of pre-recorded video. We suggest the followi'ng modifications, which will

increase bandwidth saving.

In our implementation, video sources are encoded into MPEG-2 video streams during
the first stage. The picture complexitiés and GOP cémplexities of video sources are aléo
recorded. Compressed video streams along with their complexity files are stored in video

' serverslfor reducing the cost at the headend. However, the re-qua.ntiIZAation of the pre-
compres_sed‘streams reduces the quality of the transmitted video. They only way to avoid
degradation of quality or improve bandwidth allocation is to eliminate the re-quantization |

- process. In this case, we can consider the followiﬁg two different approaches:
1. During the first stage, we only stofe thev complexity information. The transcoders are
| replaced by ‘;completé” encoders, and VTR’s are used for playing the original
materials.

2. During the first stage, we store the complexity information as well as motion
estimatibn and motion compensation decisions. In this case, the transcodérs-have to
be modified to écbept this information so that no motion estimation is needed at the
second .stage.

Both of the above implementations yield the same picture quality or bandwidth savings.

However, feasibility studies are needed to determine which approach is more cost-

effective.
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