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ABSTRACT

This papers presents a method to improve the recognition
rate of hybrid connectionist/HMM speech recognition sys-
tems. At the same time this approach allows the easy
introduction of context dependent models in the hybrid
framework. The approach is based on a standard hybrid
connectionist/HMM recognizer, in which the neural nets
are trained to estimate the a posteriori probabilities for all
phones in each input frame. In the approach presented here,
the probabilities of the neural nets are used to replace the
codebook of a tied-mixture HMM system. Therefore the
resulting system is called tied posterior. The advantages
of this structure are that an arbitrary HMM-topology can
be used, and that all context dependency and all clustering
techniques used in tied-mixture systems can be applied to
this hybrid speech recognition system. The approach has
been evaluated on the Wall Street Journal (WSJ) database,
with the result, that it outperforms the standard hybrid ap-
proach on this task.

1. INTRODUCTION

In recent years it could be shown, that the combination of
neural networks with Hidden Markov Model (HMM) tech-
niques is a powerful alternative approach to multi-mixture
continuous HMMs. Due to the combination of the different
methods the resulting system is called hybrid. In most hy-
brid speech recognizers the neural nets are used to estimate
the a posteriori probabilities for the phones in each feature.
The neural nets used for the estimation of the emission prob-
abilities are usually either an MLP [1] or a recurrent neural
net [2]. Those hybrid systems in which the neural network
is used as a probability estimator and which are well known
are referred to as standard hybrid speech recognizers in the
following sections.

Although these systems have shown good recognition
results, they still have two disadvantages compared to a
multi-mixture continuous HMM system:

The first disadvantage is that the topology of the HMMs
used in most of these standard hybrid systems is limited to a
single HMM state for each model. This limitation leads to a
very simple structure compared to other HMM systems, in
which usually 3 states are used for each phone model. One
state represents the beginning of the phone, one the static
part of the phone and the third state is used to model the
transition into the next phone. Due to the simple structure
used in hybrid speech recognizers the modeling capabili-
ties of the HMM are limited, specially concerning duration
modeling and detailed modeling of the phone changes.

Another disadvantage of standard hybrid systems is
based on the fact, that in the standard hybrid approach the
neural net is trained in a manner, that each phonetic model
corresponds to exactly one output of the neural net. I.e. the
size of the output layer of the probability estimator equals
the number of phonetic units used in the phonetic transcrip-
tion. For simple systems without context dependency this
structure leads to a small output layer of the neural net, usu-
ally between 40 and 70 neurons. When using context de-
pendent models this structure becomes a problem, because
then the huge number of models leads to a huge size of the
output layer (e.g. 10000 triphones) of the neural net. This
large output layer increases the number of parameters to be
estimated in the neural net. The neural net used in [1] al-
ready has several hundred thousand parameters, so extend-
ing the output layer by a factor of more than 100 will re-
sult in more than 10 million parameters and thus this leads
to sparse data problems for the training of these large neu-
ral networks. Additionally the time needed to train neural
networks of this size will be too long, so that a training be-
comes impossible. Therefore the straightforward approach
of building and clustering context dependent models, which
is usually used in other HMM systems cannot be used with
those hybrid systems, because it would lead to the prob-
lems described above. Therefore the use of context depen-
dent models needs special algorithms and structures in these
hybrid systems e.g. [3]. In the following section we will
present an extension of the standard hybrid systems to over-



come the problems of the limited structure and the context
dependent modeling described above.

2. TIED POSTERIORS

The approach presented in this paper is based on tied-
mixture HMM technology. In these tied-mixture systems
the emission probabilities b of each state S are computed by
a weighted sum of a fixed number J of pdfs g j , called the
codebook [4].

bi(x) = p(xjSi) =

JX

j=1

cij � gj(x) =
JX

j=1

cij � p(xjj) (1)

The weighting factors cij are usually estimated using the
maximum likelihood (ML) algorithm. In Eq. 1 the sum is
computed by conditional probability p(xjj) multiplied with
the factor cij . The conditional probability p(xjj) usually is
a Gaussian pdf. When using a neural network as a prob-
ability estimator to replace those Gaussian pdfs the result
will be some kind of hybrid speech recognizer [5]. This re-
placement is basically what has to be done to transform a
tied-mixture system into a hybrid tied-posterior speech rec-
ognizer as proposed in this paper. In order to replace the
conditional probability used in the HMMs with the poste-
rior probability P (jjx), which is the output of the neural
network, a scaled likelihood as in [1] can be used. This
probability can be expressed using the posterior probabili-
ties P (jjx) and the a priori class probabilities P (j), which
can be estimated using the training data:

p(xjj)

p(x)
=

P (jjx)

P (j)
(2)

In the standard hybrid systems in [1] and [2] it has been
shown, that neural networks can be used as probability es-
timators for posterior probabilities. Using those neural net-
work posteriors together with Eq. 1 and Eq. 2 leads to the
tied posterior approach, in which the emission probabilities
can be computed as:

bi(x) = p(xjSi) =

JX

j=1

cij �
P (jjx)

P (j)
(3)

In Eq. 3 the emission probabilities of the HMMs are calcu-
lated by a weighted sum of the outputs of neural networks
scaled by the a priori class probability. The factors c ij have
to be estimated in the same way as for the tied-mixture case
using the Baum-Welch algorithm.

When instead of the ML-estimates the cij are chosen to
be

cij = 0 if i 6= j and cij = 1 if i = j (4)

the hybrid tied posterior approach is transformed into a stan-
dard hybrid speech recognition system equivalent to the sys-
tem considered in [1], in which only one of the network
outputs is used for each HMM. That shows, that the stan-
dard hybrid system is a special case of the proposed tied-
posterior speech recognizer.

When using the weights cij one has the advantage, that
now the estimation of the posterior probabilities becomes
independent of the HMM structure. This means, that in
contrast with the standard hybrid approach where the HMM
only consists of a single state, now it is possible to use
HMMs with more than one state. The difference between
those states is then described by different state dependent
vectors of the weights cij . This opens the opportunity to
build 3-state phone HMMs in a hybrid speech recognizer,
as often used in other HMM systems for large vocabulary
speech recognition.

The second advantage of this approach is that now it is
possible to model context dependent HMMs without chang-
ing the neural net used for the probability estimation. This
extension is a straightforward adaption of the context de-
pendency used in tied mixture systems: First all mono-
phone weights are copied to newly created context depen-
dent HMMs which are based on that monophone. Then
these context dependent posterior weights can be retrained
using the Baum-Welch algorithm, or due to the large num-
ber of weights normally needed the weights can be clus-
tered, which can be done either with a data-driven or a tree-
based clustering procedure.

The neural network used as a probability estimator in
this approach is the same network as would be used in stan-
dard hybrid approaches. This means that these hybrid sys-
tems can be transformed into a tied-posterior speech recog-
nizer without a retraining of the neural weights. So this ex-
tension to the hybrid approach is a solution to the two major
problems hybrid speech recognizers were suffering before.

The values of the weights cij used in Eq. 3 after the
ML-estimation of those weights is similar to the values of
Eq. 4, this means there is one weight, which is close to 1,
few weights are above zero or a floor value, and the most
values are set to zero or a floor value. Especially in the cen-
ter state of the monophones the concentration of the weights
to a very small number could be observed, whereas in the
other states the spectrum of weights was wider. This re-
sult is basically what could be expected and shows, how the
phone transitions in the first and last state are modeled. Fur-
thermore this result shows, how this approach tries to handle
misclassification of the neural network.

Further advantages of the tied posteriors are: The ap-
proach provides the most efficient way to combine the ad-
vantages of posterior-based hybrid speech recognition tech-
nology with the advantages of context dependent modeling.
This context dependent modeling can be done with estab-



lished tools, such as tree-based clustering, and can be ex-
tended to all levels (e.g. cross-word triphones). Additionally
this approach combines discriminative training techniques
for the posteriors, with further optimization using Maxi-
mum Likelihood methods for the HMM parameters. Com-
pared to a traditional tied-mixture system, the tied posterior
approach can exploit the well-known multi-frame technique
much more efficiently.

In the following sections the quality of this approach
will be tested in some experiments.

3. EXPERIMENTS

The approach presented above has been evaluated using the
Wall Street Journal (WSJ) database [6] of 1992 and 1993
(WSJ0 and WSJ1). The neural network used to estimate
the posterior probabilities in the following experiments is
a three layer MLP. The features computed from the speech
data are 12-dimensional cepstral vectors plus the signal en-
ergy. Those features are computed every 10ms with a ham-
ming window of 25ms. Additionally the first and second or-
der derivatives of those 13 values have been used, which to-
tals to 39 features in the feature vector of each speech frame.
For the input layer of the MLP the features of 7 adjacent
frames have been used, which results in a input layer size of
273 (7*39). The size of the hidden layer has been chosen to
be 1000 and the size of the output layer is determined by the
number of phones in the dictionary. The LIMSI-dictionary,
which has been used to phonetically transcribe the training
data includes 45 phones. Two additional phones were used
to describe the intra- and inter-word silence. This dictio-
nary with the given extensions results in a total number of
47 phones and thus the size of the output layer is 47. The
overall number of parameters used in this MLP is approx.
320-thousand.

The MLP has been trained using the quicknet tools [7],
which have been developed to train the neural networks for
the hybrid approach in [1] on special hardware. This hard-
ware is a vector processor, which was specially designed to
reduce the long training time of the neural networks. The
advantages of the network training on this hardware are de-
scribed in [8]. The error function used with these tools is
the cross entropy.

The data used to train the neural network and the HMMs
were the WSJ0 speaker independent training data, which are
7240 sentences from 84 different speakers, resulting in 5.5
million speech frames using the feature extraction described
above. With these training data several systems have been
build. The first system is a baseline system, which is a stan-
dard hybrid speech recognizer as proposed in [1] using the
neural network described above. This system serves two
purposes, first of all it is used as a baseline system to verify
the success of the proposed approach. The second purpose

of this approach is to verify the quality of the neural network
described above, which can be compared with the results of
other hybrid systems published in the official results of the
WSJ evaluation in [9].

The next system is based on the tied posterior approach
described above with a single state HMM system as in the
baseline system. This system will show the gain in accu-
racy by using this approach on the same HMM topology.
The total number of HMM-weights in this system is 47 in
each HMM, so that the total number of parameters in the
HMMs is approx. 2200, which is very small compared to
the number of parameters in the neural network.

The third system will be a three state HMM system,
based on the tied posterior approach to investigate the im-
provements achieved by the changed topology, which is
only possible due to the tied posterior approach. The num-
ber of HMM-Parameters now is three times larger than in
the system before, thus it is approx. 6600 HMM-weights.

The last system uses state-clustered word-internal tri-
phones which will demonstrate, that context dependent
models can be introduced very easily and straightforwardly
into this tied posterior approach. The clustering is per-
formed using a tree based clustering with a phonetic ques-
tion tree. The clustering results in approx. 4-thousand states,
which gives 200-thousand individual weights. This amount
of weights is already close to the number of parameters in
the neural network, so that both parts of this system now
have a comparable degree of freedom.

4. RESULTS

The following tests have been executed on the 5000 words
speaker independent evaluation tests of the WSJ0 and
WSJ1. The WSJ0 test used is the si et 05 task, which is
a speaker independent test with 12 speakers and approx. 40
sentences for each speaker. The WSJ1 test used here is the
Hub2 test, which is a similar test with 10 speakers with ap-
prox. 20 sentences for each speaker. As language models
the supplied bigram model of the WSJ0 has been used.

System WSJ0 si et 05 WSJ1 Hub2

Baseline 15.8 20.1
TP 1-state 15.6 19.7
TP 3-states 10.7 14.5
TP 3-states & triphones 9.4 12.5

Table 1: Word error rates on 5k-test sets using a bigram
language model

The results in Tab. 1 show, that the error rate of the base-
line approach, which is a standard hybrid speech recognizer,
can be improved by using the proposed tied posterior (TP)



approach. The use of 3-state models in this approach further
reduces the error rate as shown in the next experiment. The
last row of Tab. 1 shows the results of the context depen-
dent modeling using state clustered word-internal triphones,
which again reduces the error rate due to the better model-
ing capabilities of the context dependent HMMs.

Comparing the results of the baseline system with the
results of other hybrid systems in the publication of the
official evaluation [9] shows, that the performance of our
baseline hybrid system is lower than the performance of the
other systems. This performance shows, that the neural net-
work used in our experiments can be improved. Neverthe-
less, when using the tied posterior approach with this low
performance network and a 3-state HMM the results of the
presented system are already close to other hybrid systems.
With the use of context dependent models the error rate is
reduced again, as expected.

5. FUTURE WORK

As shown in the previous section, the performance of our
baseline system is not as good as it could be. This reduced
performance is due to a different network topology, with
less hidden neurons, a different feature extraction and a dif-
ferent dictionary with less phones compared to the neural
network in the system described in [1]. With a better neu-
ral network not only the performance of the baseline system
will improve, the error rates for the tied posterior approach
will improve as well because the same network is used in
this approach.

So one major aspect to further reduce the error rates will
be to improve the quality of the neural probability estima-
tor. Especially the size of the output layer should be in-
creased, e.g. by using another dictionary or by remapping
some phones in order to improve the system.

A further investigation of the context dependent models
could lead to a better system as well. Here other context de-
pendencies have to be evaluated, e.g. cross word triphones
and other clustering procedures and parameters have to be
tested.

6. CONCLUSION

In this paper we presented an approach to improve the
recognition accuracy of hybrid speech recognizers that are
based on a neural network used to estimate the emission
probabilities of an HMM. Furthermore we could demon-
strate that this approach can be easily used to introduce con-
text dependent models in this hybrid framework. This is
achieved by interpreting the probability outputs of the neu-
ral network as the codebook of a tied-mixture system. In
our experiments on the WSJ database this tied posterior ap-
proach outperformed the baseline hybrid speech recognition

system when using the same neural network in the tied pos-
terior approach and the baseline hybrid system. The result
achieved with this system on the WSJ1 test set is one of the
best results ever reported using word-internal triphones. We
believe, that this approach has several advantages, providing
it with the potential of becoming one of the most powerful
architectures for future speech recognition systems.
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