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ABSTRACT 

In multiplier-less digital filter implementation, Sign-Power-of-Two 
(SIT) scheme can significantly reduce the hardware complexity 
hut this may seriously degrade the filter performance due to the 
limited number of SF'T terms. Since CORDIC algorithm is sim- 
ilar to the SPT scheme that they are both constructed by several 
shift-and-add operations, the performance would also be signif- 
icantly affected by the number of these operations. In this paper, 
we propose the ModiJied Angle Rotator (MAR) scheme; it provides 
a systematic solution to enhance the precision of quantized angle 
without additional hardware overhead. Furthermore, we also ap- 
ply an appropriate optimization procedure, Trellis De-allocation 
Algorithm, in angle domain to further reduce the unnecessary op- 
erations. Our simulation results show that we can save 40% num- 
her of adders compared with the direct coefficient quantization ap- 
proach in normalized lattice filter implementation. 

1. INTRODUCTION 

In digital IIR filter design, the normalized lattice structure has 
better numerical properties to confront the strict system require- 
ment in fixed-point implementation. However, the lattice StNCtUre 
also requires a higher hardware complexity compared with Mulri- 
ply and Accumulate (MAC) based filter design. To overcome this 
problem, in this paper, we replace the multiplier-based operation 
by using the rotator-based design. That is. we design the normal- 
ized lattice filter in  angle domain, and the angle would be realized 
by using the concept of AR CORDIC [ I ]  and Angle Qualtization 
(AQ) [Z]. AQ shows that one can use either the Extend Elemen- 
tary Angle Set (EEAS-CORDIC) [3] or Modified Vector Rotation 
(MVR-CORDIC) [4] to achieve the desired angle. In this paper, 
we proposed the Modified Angle Rotator (MAR) that adopt both 
techniques and further relax the constraints of AQ. By using the 
proposed rotator, we can achieve a denser angle constellation com- 
pared with aforementioned approach and the hardware complexity 
can be reduced under given specification. 

Next, we consider the optimization of the proposed rotator- 
based filter design. That is, we migrate the optimization problem 
from the coefficient domain to the angle domain. In SPT-based fil- 
ter design, numerous algorithms have been proposed for the opti- 
mization of FIR filters with SPT coefficients [51 161. Among these 
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Figure 1: (a) The concept of angle quantization, (b) Realization of 
fast vector rotation operation based on the AQ process. 

algorithms, Trellis Search Algorithm [6] provides goad control on 
the number of SF'T terms in multiplier-less FIR filter design. In our 
work, the angle is also Constructed by using shift-and-add opera- 
tions, which is similar to the SPT based design. Hence, we adopt 
the concept of trellis search algorithm in our work, and we also 
suggest the Trellis De-allocation Algorithm (TDA) to further save 
the hardware complexity in rotator-based design. By applying the 
modified searching algorithm, we can perform Optimization in an- 
gle domain so as to achieve a higher performance under limited 
cost. 
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Table 1: Candidate Pool (CP) of the quantized angles by using the 
proposed modified angle rotator (Rm = W = 4). 

where N A  denotes the number of sub-angles. The angle quantiza- 
tion process is demonstrated in Fig. I (a). The rotation of P can 
then be accomplished by cascading these N A  rotation modules, 
where each rotation module is dedicated to perform a particular 
rotation of sub-angle &. In the application of angle quantization 
to normalized lattice IIR filter, we replace the lattice kernel which 
performs vector rotation operation inherently with the AQ-based 
rotation circuit. This is illustrated in Fig. I@). 

2.1. Problems of Angle Quantization 

The problem of SPT-based digital filter design is the non-uniform 
distribution of the SPT numbers. In order to increase the coeffi- 
cient resolution (hence the filter performance), we usually need 
to employ more SF'T terms to compensate the gap of the SPT 
numbers [7]. By observing the MVR-CORDIC and EEAS-based 
CORDIC algorithm, these two algorithms are inherently the SPT- 
based approaches. The only difference is that the rotator is oper- 
ated in angle domain due to the arctangent operation. Hence, the 
angle constellation also appears to he non-uniform due to the SPT 
nature. 

This phenomenon implies that we should allocate more sub- 
angles if we want to compensate the numerical problem in an- 
gle domain. As we can expect, this approach would increase the 
complexity of normalized lattice filter implementation. On the 
contrary, in this paper, we propose a new scheme to enhance the 
performance of the rotator without additional hardware overhead. 
Specifically, we extend the constellation of reachable angle by 
properly modifying the rotation algorithm instead of applying more 
sub-angles. This modification would facilitate the hardware incre- 
ment of rotator based normalized lattice filter implementation. 

2.2. Relaxed Angle Rotation by Using Angle Quantization 

Denser angle constellation of the rotator implies a higher precision 
(less performance degradation) in normalized filter implementa- 
tion. In other words, we can achieve a lower hardware complexity 
if we realize the normalized lattice filter by using the rotator with 
denser angle constellation. There are two ways to increase the 
precision of quantized angle, they are MVR-CORDIC and EEAS- 
CORDIC algorithm. To achieve the better precision of angle con- 
stellation, we propose a Modified Angle Rorator (MAR) that adopts 
both MVR-CORDIC and EEAS-CORDIC in searching the best- 
fit angles in our design. Hence, the quantized angle can he con- 
structed by using either single iteration of EEAS-CORDIC or two 

Figure 2: Scaling phase in (a) conventional CORDIC, and (b) pro- 
posed pre-scaling. 

iterations of MVR-CORDIC while the number of shift-and-add 
operations is limited by 2. 

These two quantized angles have different sub-angle sets and 
the altemative choices can increase the density of angle constella- 
tion. This concept can be extended to achieve a higher precision 
if we use both MVR-CORDIC and EEAS CORDIC in a single 
rotator. For example, the quantized angle can be constructed by 
using one iteration of MVR-CORDIC and one iteration of EEAS- 
CORDIC when the number of shift-and-add operation is limited 
by 3. Furthermore. we also ease the constraint of EEAS-CORDIC 
and makes the number of SPT terms to he the value which is less 
than or equals to the number of shift-and-add operations. That is, 

Specifically, the angle, a/3, can he quantized into 5 kinds of 
combination if the number of shift-and-add operation is limited by 
4. The results are shown in Table 1. As we can see, the quantized 
angle can he chosen as a arbitrary combination of sub-angles. The 
only design consideration of the proposed angle rotator is the total 
number of shift-and-add operations must meet the pre-determined 
cost constraint. 

A smaller angle quantization error implies that a higher pre- 
cision in normalized lattice filter can be achieved. In the pro- 
posed MAR scheme, we combine arhitraly rotation techniques 
mentioned before. As a consequence, we may achieve a denser 
angle constellation. For example, the number of shift-and-add op- 
erations is limited by 4 and the wordlength is 4 bits. There are 33 
angles between f r / 2  by using AR CORDIC, but we would have 
91 different angles in the proposed MAR. 

2.3. Datapath Signal Re-scaling Techniques 

As we know in [ I ] ,  CORDIC algorithm decomposes the angle into 
several micro-rotations followed by vector scaling phase as shown 
in Fig. 2(a). Since the operation of vector scaling phase takes al- 
most the same hardware complexity compared with the rotation 
operation, reducing the scaling operation may save the hardware 
complexity of the normalized lattice filter significantly. 

In this work, we propose a novel way in reducing the num- 
ber of adders in vector scaling phase without sacrificing any pre- 
cision. Assume that all the modules of the normalized lattice filter 
only contain micro-rotation phase. The output of the normalized 
lattice filter is not what we expected due to the non-appropriate 
scaling. This problem can he solved either by using the conven- 
tional, cost inefficient, design or following the proposed signal 
pre-scaling scheme. In signal pre-scaling scheme, rhe scaling op- 
eration can be locared before the vecror mtarion and the scaling 
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Figure 3: Data path re-scaling method 

factor on both, x and y, components can be different as shown in 
Fig. 2. 

The location of the proposed pre-scaling operation is shown 
in Fig. 3, where Si denotes the norm generated by rotation phase 
of modulei. As we can see, an N-tap normalized lattice filter only 
needs N scaling operators instead of 2 N .  Although the even-index 
modules only contain micro-rotation phase, the output signal wil l  
not he degraded due carefully pre-scaling. For example, the out- 
put signal of module2 is magnify by 52 but it will not to be scaled 
until it becomes pan of the input signals of module,. The scal- 
ing operation of module, is held before rotating operation and the 
scaling factor is chosen as l /(S '52). In other words, the scaling 
factor of modulel and module? are combined together. Because 
of the odd-index modules are scaled correctly, their output signals 
are identical to the signals in the conventional design. Hence, we 
only need to appropriately scale output signal of the even-index 
modules. This result implies that the proposed pre-scaling struc- 
ture can save half of hardware complexity in vector scaling phase. 
As a consequence. we will apply the datapath re-scaling technique 
in our design. 

3. TRELLIS-BASED DE-ALLOCATION ALGORITHM IN 
ANGLE DOMAIN 

In the multiplier-less filter implementation, the coefficients are con- 
structed by summarizing several non-zero digits with a small quan- 
tized error. However, choosing the quantized parameter with the 
lowest quantized error is not the most important design criterion in 
filter implementation. In [6] ,  the authors propose a new way in fil- 
ter optimization called Trellis Based Allocation (TEA) Algorithm. 
The proposed algorithm does not guarantee to design a filter with 
an optimum frequency response. But it is capable of designing fil- 
ter that meet the specification by using fewer SPT terms than other 
algorithms. 

Although the aforementioned filter is realized in angle domain, 
the basic component of MAR, sub-angles, is also constructed by 
several shift and add operations. As we can expect, the comhi- 
nation of the sub-angles can also be re-arranged, which is similar 
to the optimization in coefficient based filter design. Hence, the 
hardware complexity can be further reduced if we can perform the 
optimization scheme in angle based design. Because the number 
of shift and add operations can he well controlled by trellis based 
allocation algorithm, and this optimization procedure may reduce 
the most hardware complexity. In our design, we would apply the 
concept of trellis based allocation algorithm on the proposed MAR 
based normalized lattice filter. 

However, it is improper to apply the TBA in the proposed an- 
gle domain filter design without any modification. Allocating the 
SPT terms in coefficient domain works well because re-arranging 
a insignificant term of SPT number may not affect filter coeffi- 

cp* 
2 shift o d  add oprmtion 

CP, 
3 shift and odd operation 

Figure 4: Candidate pool of angle in the trellis de-allocation algo- 
rithm. 

cient too much. That means, the initial state of roughly quantized 
coefficient would always be pm of the optimized result. On the 
contrary, there might not exist a insignificant suh-angle in the op- 
timized angle. Re-arranging any micro-rotation in the optimized 
angle would degrade the frequency response seriously. This im- 
plies that roughly determined angle would let the result only be a 
local optimum if this angle is always part of the optimized result. 

To overcome these problems, we make some modifications 
on the TBA, and propose the Trellis-based De-Allocufing (TDA) 
Scheme to he used in angle domain optimization. Firstly, the Cun- 
didate Pool (CPiJ should he arranged dynamically instead of a 
fued candidate pool. Secondly, we change the direction of filter 
optimization. In other words, the shift-and-add operations are re- 
moved from the shift-and-add combination instead of allocated it. 
By following these modifications, the trellis de-allocation scheme 
can he used to optimize MAR based normalized lattice filter. 

3.1. Dynamic Candidate Pool of Angle Quantization 

The phenomenon, cannot simply remove any micro-rotation in 
quantized angle, can be eased if we re-calculate the nearest quan- 
tized angle with less shift-and-add operations. For example, there 
are 3 angles shown in C P 3  of Fig. 4 and all of them are con- 
structed by using 3 shift-and-add operations. Simply removing 
any operation form them may cause serious truncation error but 
this can he eased if we using the proposed MAR to re-quantize 82 
into CP', then, choosing the angle with 2 shift-and-add opera- 
tions in this candidate pool. This procedure not only continuously 
reduce the complexity but also ensures that the performance would 
not be degraded tao much. 

Furthermore, not all of these quantized angle are the elements 
of the candidate pool in filter optimization. To attend good control 
on shift-and-add operation, the candidate pool of 82 is determined 
by the value of shift-and-add operations in current state. Specifi- 
cally, the candidate pool is CP3 if 82 is constructed by 4 shift-and- 
add operations at present states. And the candidate pool is CP2 if 
the angle is Constructed by 3 shift-and-add operations. Hence, the 
candidate pool of each tap (angle) is independent to the others. 

3.2. De-allocation Algorithm in Angle Optimization 

As we know, the reason in arranging the candidate pool mentioned 
above is to maintaidcontrol the number of shift-and-add terms in 
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Figure 5 :  Frequency response by applying coefficient and angle 
quantization. 

trellis allocation algorithm. As a consequence, we can subtract ex- 
act one shift-and-add operation in each iteration. The operation 
of the proposed de-allocation algorithm subtracts a single shift- 
and-add operation instead of adding one. As a consequence, the 
direction of optimizing process operates in the opposite side. The 
surviving path of the optimization is determined by the angle com- 
bination which performs the best Nonnolized Peak Ratio (NPR). 
However, the investigation on current column is not held in ev- 
ery state due to the dynamic candidate pool mentioned in sec- 
tion 3.1. Since the inverted procedure can avoid a rough initial 
state that may limit the performance of the optimization, the pro- 
posed scheme may achieve a lower cost comparing with the TBA. 

4. SIMULATION RESULTS 

In fixed point filter implementation, the floating-point filter pa- 
rameters are quantized into the fixed-point format. Although this 
approach let the normalized lattice filter much easier to be imple- 
mented, the performance would be seriously degraded if we cannot 
quantize the parameter carefully. As we can see in Fig. 5 ,  the pass- 
band ripple of the solid line is limited in 0.1 dB. This frequency 
response is generated while the parameters m e  floating point for- 
mat. In angle domain approach, we will transfer the coefficients 
into angle domain first. Then, each tap of the normalized lattice 
filter is quantized by using 10 adders in either coefficient or angle 
domain approach. The dash line and the dot line in Fig. 5 demon- 
strate the frequency responses of angle domain approach by using 
the proposed MAR and the conventional coefficient approach, re- 
spectively. As we can see, the proposed approach can achieve a 
0.3 dB passband specification but the degradation of conventional 
approach may exceed 1 dB. As a consequence, the proposed ap- 
proach can achieve a higher performance under limited hardware 
complexity. 

In practical filter implementation, the number of adders in 
each filter tap is not an identical value. Besides, the only design 
criterion in filter implementation is to meet the given specification. 
As a consequence, we can use the proposed trellis de-allocation 
scheme to optimize the filter, and this can achieve a lower hard- 
w m  complexity in filer implementation. Table 2 demonstrates 
the costs by either using the proposed modified angle rotator or 
combining MAR with trellis de-allocation procedure. The speci- 
fication of passband ripple is arranged as O.ldB. As we can see, 

Table 2; Hardware complexity for various approaches. 

the proposed modified angle rotator costs 75% adders comparing 
with the coefficient quantization procedure and this can be further 
improved while the vellis de-allocation procedure is applied. The 
endmost result of the proposed method is 60.42% comparing with 
the coefficient quantization procedure. 

5. CONCLUSlONS 

In this paper, we introduce a Modified Angle Rotator to reduce the 
quantization problem caused by limited number of sub-angles in 
conwntional CORDlC algorithm. Hence, the angle quantization 
error can be significantly reduced and the rotator based normal- 
ized lattice filter can be realized with less hardware complexity. 
Besides, we also propose the Trellis De-Allocation scheme, opti- 
mizing the parameters in angle domain, to further reduce the filter 
complexity. The simulation results show that the combination of 
these two methods have much lower cost than coefficient domain 
approach. As a consequence, we can implement the normalized 
lattice IIR filter in angle domain by using the aforementioned ap- 
proaches instead of using mole adders in coefficient based filter 
implementation. 
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