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ABSTRACT

In this paper we propose an extension of the very low bitsptech
coding technique, exploiting predictability of the temgloevolu-
tion of spectral envelopes, for wide-band audio coding iappibns.
Temporal envelopes in critically band-sized sub-bandestienated
using frequency domain linear prediction applied on reddyi long
time segments. The sub-band residual signals, which playnan
portant role in acquiring high quality reconstruction, arecessed
using a heterodyning-based signal analysis technique. rdeam-
struction, their optimal parameters are estimated usingsed-loop
analysis-by-synthesis technique driven by a perceptuaeemu-
lating simultaneous masking properties of the human anydigs-

Just as the audio CD stimulated a tremendous boom for the
record industry, the booming popularity of the Internet bpsned
up new avenues for the promotion and distribution of musicoto-
sumers. Music over Internet Protocol (IP) generally faite ione of
two categories. “Streaming audio” allows visitors to a Wéb 0
hear a selected sample in real time, without the wait of fiestdfer-
ring the entire file to the listener’s local hard drive. A “dolwad”,
on the other hand, means that the music is copied to the Useds
drive, allowing the user to subsequently listen to it withbeing
connected to the Web site.

Furthermore, using IP network as a new service platform,
especially telecommunication providers foresee new dppiies
emerging, as services over IP reduce costs, maximize bdtidef-

tem. We discuss the advantages of the approach and show sofigency and introduce new possibilities for the customes.aAcon-

properties on challenging audio recordings. The proposethique
is capable of encoding high quality, variable rate audimaig on
bit-rates belowl bit/sample.

sequence, one may think of other services such as live audio a
video streaming applications (e.g., radio and TV broadoest IP,
multicast of a lecture, etc.). All these non-interactivelagations re-

Index Terms— Audio signal processing, data compression, lin- Auireé timely delivery, but unlike voice communications\sees, do

ear predictive coding, Hilbert transform

1. INTRODUCTION

Recently, due to increasing popularity of new wireless artdrhet
services, parametric coding of speech and audio signalsdt@sne
a hot topic among researchers as well as in standardizatioma-
nities. The parametric coding allows for good performarntcioa

bit-rates [1]. It relies on signal models that describe tigaa by

few physical parameters. Audio coders based on paramepie+
sentation give very good quality of the reconstructed digedong
as the model properly obeys properties of the input signaivever,

not have strict latency constraints. The critical constsaiare low
error in transmission, breaks in continuity of deliveryddhe over-
all signal quality, but the delay in information arrival istrthe most
critical issue.

A novel speech coding system that was proposed recently [3],
employs predictability of the temporal evolution of spatten-
velopes of a speech signal using Frequency-Domain Linesatiér
tion (FDLP) [4, 5]. Unlike [4], the new technique employs FBto
approximate relatively long (up tt000ms) segments of Hilbert en-
velopes in individual frequency sub-bands. As reporte®]nyith
a noise excitation, the technique is capable of yieldingyaliiintel-
ligible but unvoiced speech signal at bit-rates well belddps. In
this paper we explore the use of this technique in high-tusfieech

when it does not, the reconstructed signal may be of very lew p and audio wide-band multi-rate system codec, to be empliy#el

ceived quality. Current requirements on speech and audiers@re
extensive, such as allowing for encoding input signal wiffecent
sampling rates, performing on various bit-rates, andtgitdiencode
any kind of the input signal (speech, music, signals withediaudio
sources, transient signals), etc. The task becomes exyréiffecult
for any singular technique and current state-of-the atesys com-
bine several approaches (modes). The coding mode is I=ftta
based on a closed-loop analysis-by-synthesis technigee.g., ex-
tended AMR wideband encoder [2].
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the Swiss National Center of Competence in Research (NCE&Rhterac-
tive Multi-modal Information Management (IM)2”; managey te IDIAP
Research Institute on behalf of the Swiss Federal Autlestitind by the Eu-
ropean Commissio6it” Framework DIRAC Integrated Project.

services where longer algorithmic delay is allowed.

The remaining part of this paper is organized as follows:- Sec
tion 2 contains an overview of the proposed system. The igiieer
of the FDLP technique employed to estimate temporal eneslap
critically-band-sized sub-band signals is given in Sec8o Subse-
quently, the algorithm used to parameterize residual &gsare-
sented in Section 4. Section 5 describes implementaticailsletf
the proposed coder, and Section 6 presents experimentdtstes
Section 7 contains discussions and concludes on the work.

2. GENERAL DESCRIPTION OF THE SYSTEM

The presented coding system, depicted in Fig. 1 includedalhe
lowing steps:(1) The input audio signal is split into a number of



(hundreds of ms long) non-overlapping framgg) Each frame is
DCT transformed and partitioned into non-equal length segsto
obtain critical-band-sized sub-bands of the DCT transéatisignal.

(3) FDLP approximation is applied on every sub-band by carrying

out autocorrelation LPC analysis on the segments of DCTstran
formed signal, yielding LSP descriptors of FDLP models. aied
all-pole models approximate squared Hilbert envelopeslintsands
(described in details in Section 3J4) The associated FDLP-LSP
parameters are quantize¢b) The residual signal in each sub-band
(this signal represents a carrier signal for the FDLP-eadddilbert
envelope) is split into equal-length non-overlapping segts. (6)
Each segment is heterodyned to DC range and Fourier tramsfbr
to yield spectral components of low-passed sub-band saamekrs.

(7) Commensurate number of spectral components for each segme!
in each sub-band is estimated using a psychoacoustic mentel (
ployed in analysis-by-synthesis procedure) determinhey rhaxi-
mum allowable noise energy in each critical sub-band suahtte
“distortion” noise remains inaudiblg8) Parameters of the selected
spectral components are quantized.

In the decodery(1) The residual signal in each sub-band is re-
constructed, an(?) modulated with corresponding FDLP envelope.
(3) Individual DCT contributions from each critical sub-bang: a
summed, an@4) inverse DCT is applied to reconstruct output signal
(frame).

3. ENVELOPE ESTIMATION

This section describes steps involved in the estimatiohefempo-
ral envelope in more detail. FDLP principle has been firsbishiced
in [4] as the temporal noise shaping technique for transfooding.
In our work, we apply FDLP to approximate relatively long foral
envelopes of the sub-band signal. However, to simplify thiation
in this section, we present the full-band version of the hégqine.
The sub-band based technique is identical but applied anthe
appropriate parts of the DCT transformed signal.

Let us define the input discrete time-domain sequenceas
for time samplesn ., N, where N denotes the segment
length. Its Fourier power spectruf(wy,) (sampled at discrete fre-
quenciesv, = %’rk; k=1,...,N)isgiven as

P(wr) = [S(e7%)]?, 1)

where S(e’“*) Z{s(n)}|,_piw,. Z{.} stands for the z-
transformatlon Later, let us use the notatiBr{.} for Discrete
Fourier Transform (DFT) which is equivalent ttransform with
It has been shown, e.g.,
Domain Linear Prediction (TDLP) fits the discrete power $pen

of an all-pole modeP (wy.) to P(w) of the input signal.

Unlike TDLP, where the time-domain sequenge) is modeled
by linear prediction, FDLP applies linear prediction oneguency-
domain sequence. In our casg€n) is first DCT transformed. It
can also be viewed as the symmetrical extensior(gf so that a
new time-domain sequengém) is obtained f» = 1,...,2N) and
then DFT projected. We obtain the real-valued sequépge,) =
F{q(m
E(wy) as alinear combination @p(ws) consisting ofp real predic-
tion coefficients;

z = /¥,

E(wk

Zwakfz

The b; are found so that the squared prediction error is mini-
mized [6]. As noted above, in the case of TDLP, minimizing the

@)

in [6], that classical Temporal-

)}. We then estimate the frequency-domain prediction error
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In the case of FDLP, we can interpi@{wy) as a discrete, real,
causal, stable sequence (although consisting frequenaylss). Its
discrete power spectrum will be estimated through the qunog
discrete Hilbert transform relationships [1}(w) can be expressed
as the sum 0&)°(wy) andQ°(wy), denoting an even sequence and

an odd sequence, respectively; td&u,) = Q°(wk) + Q°(wk).
Its Fourier transform
= F{Q(wr)} = ¢"(m) + jo' (m), @)

whereR and I stand for real and imaginary parts @(m) respec-
tively. It has been shown (e.g., [7]) thaf'(m) = F{Q“(wx)} and
¢'(m) = F{Q°(wk)}. By taking the Founertransformt@ (wr),
the original sequencg(m) is obtained

F{Q%(wi)} = ¢"(m ). (5)

The relations betweed'{Q°(wx)} and F{Q°(wx)}, called the
Kramers-Kronig relations, are given by the discrete Hiligns-
form (partial derivatives of real and imaginary parts of analgtic
function [8]), thus

p(m) = ¢ (m) + jo' (m) = const (q(m )})s

whereH {.} stands for Hilbert transformation. Power rggtm)
is called the squared Hilbert envelope. Prediction errqrépor-
tional to the integrated ratio ¢®(m)|? and its FDLP approximation
A(m)?

) = const g(m

)+ iH{q(m (6)
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Eq. 7 can be interpreted in such a way that the FDLP all-poléaho
fits squared Hilbert envelope of the symmetrically extentlesk-
domain sequence(n). FDLP models the time-domain envelope in
the same way as TDLP models the spectral envelope. Theréfiere
same properties appear, such as accurate modeling of pethies r
than dips.

Further, the squared Hilbert envelofagm)
can be modified. Thus, e.g., compressingn)|?

)

|2 is available and
by a root function



[.]% turns Eq. 7 into
1 ZNZ jem)|*
AN T AR (m)

®)

Erprp =~

As a consequence, the new model will fit dips more accuraltely t

the original model. This technique has been proposed for DL

in [9], and is applied also with FDLP in the current work.

In our experiments, the DCT input sequence is weighted by a se

of Gaussian windows of variable temporal resolution, spdckow-
ing the Bark scale, as described in [3]. Gaussian windows &pa
whole DCT sequence. Therefore, we can individually exjtait P
in each critically band-sized sub-band.

4. PROCESSING OF THE RESIDUALS

In the current work, we explore FDLP for high quality, efficiesn-
coding of wide-band audio. Modulating the carrier with tHalP
envelope in each critical sub-band yields the original DEJuence
and allows for lossless reconstruction of the original algrThus,
the carrier is analogous to the residual signal in TDLP.

Clearly, for coding efficiency, the residual signal represey
the Hilbert carrier of the sub-band FDLP envelope cannoténest
mitted in its original form, but needs to be efficiently codedore-
serve its important components as accurately as possibfgdper
reconstruction of the coded signal.

To obtain uniform properties of the carriers in all sub-lbgrbey
are first demodulated, i.e., its Fourier spectrum is shiftech center
frequencyF}. (given by the width of Gaussian window) ébiz. The
demodulated carriers in each sub-band are low-pass filterpce-
serve only the downshifted spectral components, and dampked.
Frequency width of the low-pass filter as well as the downgan
ratio is given by the frequency width of the Gaussian windiovwour
implementation, the cutoff frequencies corresponddB decay in
magnitude with respect tbj,, for each critical sub-band. In general,
obtained pre-processed carriers are complex sequencesctRe-
construction can be accomplished by reversing all the ppegssing
steps. Demodulated carriers are encoded in a form of theirié&o
spectral components.

4.1. Psychoacoustic model

Since full-encoding of all components of residual signaltsuld
be highly inefficient for audio coding applications, we penh a
closed-loop Analysis-by-Synthesis (AbS) technique whghsed,
in conjunction with a psychoacoustic model of simultanemask-
ing, to quantify the maximum amount of distortion at eachnpoi
in the time-frequency plane. The model determines the mamxim
Signal-to-Mask Ratio (SMR), i.e., the largest differencevieen
the intensity of the masking noise and the intensity of thaked
tone expressed as Sound Pressure Levels (SPLs). Siméarip
more conventional AbS coding techniques, SMRs are estdraie
a short-term frame basis from the input audio signal. Flostal
masking thresholds (related to particular spectral peal&PL val-
ues) are estimated. We exploit the spreading function t&slopes
of +25dB and—10dB per Bark. A convenient analytical expression
is given by [10]

SFdB(x)

15.81 4+ 7.5(x 4+ 0.474)

—17.54/1 4 (x + 0.474)2 dB,

where the frequency variableis in Barks andSF;g(x) in dB. Af-
ter the thresholds have been identified, they are combinémitoa
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Fig. 2. Graphical scheme of the closed-loop analysis-by-syighes
technique applied on the encoder-side.

global masking threshold and then combined with the Threlsimo
Quiet (TIQ). Finally, for each critical sub-band we compthte max-
imum SMR so that we divide the maximum SPL value of the signal
by the estimated masking threshold belonging to a givenbsurak
SMRs, obtained for particular time-frequency positionstedmine
the importance of the critical sub-bands of the input sigaatl can

be subsequently used for the bit allocation.

4.2. AbS technique

The whole scheme of the closed-loop AbS technique appligti®n
encoder-side is given in Fig. 2. AbS procedure consists obsing
the combination of parameters whose reconstructed sigpakcep-
tually closest to the analysis signal in a given frequendy-tsand.
Specifically, short-term frame-based Signal-to-NoisedRgiSNRs)
of such reconstructed signal are compared to estimated SMRs
particular time-frequency positions. Using AbS, we cokttte num-
ber of Fourier spectral components. Spectral componesetsnar
crementally added to the Fourier spectrum (starting froendlvest
frequencies). SNR of such reconstructed residual modulateor-
responding FDLP envelope is compared to the corresponditig S
value. AbS procedure is terminated when the estimated SINR va
outperforms SMR value, which assures that amount of thertish

is below the masking threshold.

5. IMPLEMENTATION DETAILS OF AUDIO CODEC

All experiments were performed with audio signals samptefd,a=
48kHz. The frequency decomposition was done iNteanps = 25
sub-bands, corresponding to a partition of one sub-band Berk.
FDLP with the compressing facter= 10 was exploited to approx-
imate 1000ms long temporal envelopes in each critical sub-band.
Corresponding LPCs (for FDLP model order equal@pwere trans-
formed into LSPs and vector quantized usitigts per LSP param-
eter, so that we achieve a bit-rate80bps per critical sub-band to
encode FDLP envelopes. Residual signals correspondit@itims
long temporal envelopes were segmented 2A6ms chunks and
then processed independently (heterodyning, AbS proegdAbS



model returns a perceptually estimated number of speatrapo-
nents to be used on the decoder-side to reconstruct theiaésih
each critical sub-band. Practically, the estimated steortr SMRs
and SNRs (in our experiments evefgms), which coincide with
a particular00ms chunk, are individually evaluated and processe
by the logical operatioAND. Selected spectral components are un
formly quantized. We usgbits for magnitudes angbits for phases.
Supplemental information needs to be transmitted, suchastiged
energy levels for FDLP envelopes and the residuals, and euntfb
selected spectral components. In the experiments, weatahér fi-
nal bit-rate to be constant oved0ms chunks of the input signal. Al-
though, according to perceptual masking results, AbS metardif-
ferent amount of spectral components to be quantized, weaan
trol the total bit-rate by setting constraints on the seldetumber of
encoded parameters. The process can work as a “water-filitg
allocation algorithm, i.e., bits are allocated to where/thee needed
most, according to perceptual results. The configuratios e to
run at~ 30kbps.
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3. Example of wide-band FDLP coding of castanets audio file.

On the decoder-side, we invert the steps performed at the ef®) Original segment; (b) coded using a FDLP technique; ¢ded
using a FDLP-ADbS technique; (d) coded using AMR-WB+ codec.

coder. The excitation in each critical sub-band is recowstd. Pro-
cesse®00ms chunks are concatenated to for@d0ms long frames
and modulated by corresponding FDLP envelope.

6. EXPERIMENTAL RESULTS

The described audio coding system was tested on challengitey
band audio samples. An attack of castanets is shown in Figh8.
top panel is the original waveform sampledd&kHz. The second
panel shows the reconstruction coded with uniform allecedif bits
per time-frequency plane (no use of the AbS with psychodmus
model). The third panel shows the reconstruction coded RithP-
AbS technique controlled by the psychoacoustic model. Ith bo
cases the bit rate was fixed3ttkbps. Any other coding techniques,
such as channel coding, were used. As expected, FDLP inrmonju
tion with AbS procedure provides significantly better restonction
of the sharp castanet attack (with lessened pre-echo effedor-
mally, perceptual quality of the AbS reconstruction conalato uni-
form allocation, was also higher. Our informal experienudicates
that AbS technique yields at least halving the bit rates nRBLP
framework. The testing waveforms for informal experimentse
different audio signals (containing speech, music, spéativeen
music, speech over music recordings). For comparison, dn Fi

sub-bands is inherently more robust to losing chunks ofrins
tion, i.e., less sensitive to dropouts, since the effectropgding one
or several frequency bands is similar to comb-filtering ef signal
that has only a minor impact on the quality of the reconstoacsig-
nal. This property is informally demonstrated, e.g., byggrdemo
application which can be found in [11]. This fact can proveyve
important in IP services.
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