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ABSTRACT

This paper presents the benefit of using multipieclal units in the
post-processing stage of an ASR system. Sinceshefusub-word
units can reduce the high out-of-vocabulary ratg immprove the
lack of text resources in statistical language rtindewe propose
several methods to decompose, normalize and convimneé and
sub-word lattices generated from different ASR esyst. By using
a sub-word information tableevery word in a lattice can be
decomposed into sub-word units. These decomposicetacan
be combined into a common lattice in order to gateera
confusion network. This lattices combination scheamuilts in an
absolute syllable error rate reduction of about%d.dver the
sentence MAP baseline method for a Vietnamese ASR t By

comparing with theN-best lists combination and voting method,

the proposed method works better.

Index Terms - ASR, lattice decomposition,
combination, confusion network.

lattices

1. INTRODUCTION

An important problem in ASR is to accurately estienatatistical
language models from insufficient amount of dattipularly for
languages which have a very rich morphology wheedxes and
suffixes augment word stems to form words. The lgmks that a
word is often defined as a string of characterasspd by space.
Hence, this word definition is not aware of morpigital
relationships between different words. In practicis leads to a
high out-of-vocabulary (OOV) rate. The above prables then
even more pronounced for dialects, due to thetfadt additional
prefixes, and sometimes suffixes, are informaltyaduced during
the everyday use of language. Additionally, the am@f text data
available for these dialects is usually much smatlen for
standard languages, which will lead to poor estmapf the
language model probabilities,
performance. In the mean time, some languagesdtiaese and
Vietnamese, for instance, lack word separators.nThe&ord
language models must be estimated from an erraoreprgord
segmentation or they have to be estimated at awsub-level
(syllables, characters) with potentially bad conseges on the
word coverage of the n-gram models.

What is common between these two types of languaggs
morphologyor without word separato)® One answer ithe use of
sub-word units for language modelinghe aim of this paper is to
investigate how these two views of the data (ward sub-word)
can be advantageously combined in an ASR systenprdfmse to
work both at the model level (by proposing hybriocabularies
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with both word and sub-word) as well as at the A&Rput level
(by proposing a word/sub-word lattices combinatid®®mbining
word graphs with sub-word graphs implies an elegatt correct
way to decompose a word graph into its sub-wordigar which
is also proposed in this paper. The experimentsemted here are
made in the context of the Vietnamese language evtrer space
separates syllables instead of words. However, Iditice
decomposition method proposed here can be alsoiedppd
languages with rich morphology, as recently donediye authors
of this paper for Arabic-to-English speech-to-teanslation [1].

Some previous works using these sub-word unitdafoguage
modeling have recently been published for Arabid dmrkish
(morphological analysis). Data-driven or fully upsuvised [2]
word decomposition algorithms were used like in4Bas well as
working on the character level for unsegmented daggs like in
[5]. In this paper, we try to make benefit of theiltiple units
(word, sub-word) for an ASR system.

This paper is organized as follows: firstly, we gmet in
section 2 the word decomposition problem in the A&fce,
which is necessary to be able to combine word arsivword
lattices. In section 3, we describe the latticamlmioation scheme.
The experimental framework and results are predentsection 4.
Section 5 concludes the work and gives some fugarspectives.

2.WORD LATTICE DECOMPOSITION

2.1. From latticesto confusion networks (CN)

Almost all ASR systems aim at maximizing the padster
probability of the word sequence according to gilerguage and
acoustic model. This standard approach is calledesee MAP
approach. In evaluation step, we commonly used hewéhe
WER as a performance metric. Some previous works khown
the advantage of explicit WER minimization approackanN-best
list [6] or in a word lattice [7]. In fact, by uginconfusion network

and hence may hurtRAS (a specified form of lattice), L. Mangu concludéxtt word lattice

approach outperformil-best list approach because it works in
more accurate representation of the hypothesiseq@ac

Figure 1 illustrates an example (in English) of ardvlattice
outputted by an ASR system and its corresponding @Nhis
example, ‘CANNOT’ and ‘CAN’ are merged in an aligent in
the CN although their durations could be differdritis alignment
creates a deletion (labeled k) ‘in the next alignment.

To deal with a language with a rich morphology athaut
explicit word separators, the use of classical wanits in ASR
and MT can be replaced by sub-word units like memés (case
of Arabic) [3] or syllables (case of Vietnamese).ucB
decomposition can reduce the high OOV rate andamgthe lack



of text resources in statistical language modelifig sub-word
segmenter is already available, applying such deosition is
obvious on word strings (text corponss;best list). It is however
more problematic when such decomposition must Ipdieapto a
word lattice at the output of an ASR system. Thebfam can be

formulated as followinghow the word lattice should be modified

when words are segmented into sub-word units?

EYES

CANNOT

(b) Word-based CN
Figure 1:Word lattice and word-based CN.

2.2. Word decomposition in thelattice

A word lattice can be decomposed using létéce-tool (v.1.5.2)
of the SRILM toolkit [8]. But with this tool, allhe scores of the
original word are retained on the first sub-wordi @ime remaining
sub-words get O scores and 0 duration (the totatescand the
sentence posterior probability along the path lus unchanged).
Since the used lattice-to-CN algorithm [7] take®iaccount the
duration of each word, this method might cause sawmeng
alignments during the converting process. Figurdlugtrates a
sub-word lattice converted by thetice-tool from the word lattice
presented in figure 1. Two new nodes 14 and 1%naezted in the
lattice and they are assigned with the same timgsteof nodes 8
and 13, respectively. This decomposition causes rangv
alignment in the CN: ‘NOT’ in the link 13-15 is gfied with
‘WELL”, ‘SELL’ and ‘TELL’ (figure 2.b).

(b) Sub-word-based CN

Figure 2:Sub-word lattice converted from word lattice by
SRILM lattice-tool (-split-multiwords option).

We propose in our work a new algorithm for spligtia word into a
sequence of sub-words. Depending on the numbeeadrdposed
sub-words, some new nodes with sub-word labelslaeinserted
to the lattice. The main difference of our algarithis that the
duration and the acoustic score of each new sub-wan be
looked up in asub-word information tabldf this kind of table is
unavailable, the duration and the acoustic scorey rba
approximately distributed as a function of the nembof
graphemes in each sub-word.

More precisely, the word lattice decomposition ailfpon can
be described with the following steps:

1. Based on a word/sub-word dictionary or a morpgichl
analyzer, all decompoundable words in the wordickttare
identified.

2. Each of these words is decomposed into a sequeinsub-
words that depends on the number of sub-wordseimtird. Some
new nodes and links are thus inserted in the wattaté.

3. By using a sub-word-based speech recognizeybawsrd
lattice is built for the same utterance. From tlaigice, all sub-
words with different timestamps, durations and atieuscores are
stored in asub-word information tableFor each new decomposed
sub-word in the current word lattice, the new aticuscore and
the duration is modified according to the appragriealues found
in thesub-word information tabldf such a sub-word recognizer is
unavailable or the decomposed sub-words are notgfauthesub-
word information tablethe duration and the acoustic score of the
initial word are proportionally divided into sub-ves as a function
of the number of graphemes in the sub-words.

4. An approximation is made for the LM score: thd kcore
corresponding to the first sub-word of the decomspoword is
equal to the LM score of the initial word, while vassume that
after the first sub-word, there is only one pathht® last sub-word
of the word (so the following LM scores are madaado 0).

(b) Sub-word-based CN

Figure 3:Sub-word lattice obtained with our decomposition
algorithm and the associated sub-word-based CN.

Figure 3 presents a new sub-word lattice and ttmiltieg
converted CN. The words ‘CANNOT in the link 2-18ch3-8 are
decomposed into two pairs of syllables ‘CAN’ andON by
inserting two new nodes in the lattice (node 14 aode 15). If no
sub-word information tablés available, the duration of ‘CAN’ in
the new link 2-15 and ‘NOT’ in the new link 15-18&qual due
to the same number of graphemes. The new obtaifedeems
more reasonable than the ones shown in figuredlfigure 2.



3. WORD AND SUB-WORD LATTICES
COMBINATION

3.1. Latticescombination

In this section, the use of multiple levels of tali units (word,
morpheme, syllable ...) during the ASR decoding pseces
proposed. By using different word and sub-word suniit the
lexicon, different LMs are built and different woeshd sub-word
lattices are thus outputted by different speectogeizers. The
question iswhat the benefit is, if we merge these differetiicies
in a common lattice

Combined Sub-word lattice 1
lattice:
Sub-word lattice 2 |
Sub-word latticeK /
Combined

CN:

Figure 4:Combined sub-word lattice and the
corresponding CN

Figure 4 presents our combination scheme whichbeadescribed
with the followings steps:

1. By applying the lattice decomposition algorittpresented
above, all words and sub-words in different laBlicare
decomposed into a unique sub-word set.

2. Create a new starting node S and a new endidg B for the
common lattice. Then, we link the node S with stgrhodes of all
lattices and link ending nodes of all lattices wihAfter this step,
all lattices are merged into a common lattice. Tépgration can
also be seen as a “union” of lattices [9].

3. The obtained lattice is then converted into Ch ghe
consensus hypothesis can be decoded.

Another lattices combination scheme was also ptedein
[10] where they used an initial step (similar tepst2 of our
scheme) to merge lattices together. Then, merdgdelavas edited
by merging similar links, building new links amomgpdes and
renormalizing acoustic scores from different l&sicThe sentence
MAP hypothesis was finally decoded from this mertstice. The
difference of our combination scheme is that wendt edit the
nodes and the links of the merged lattice becaugsedonverted
into CN in order to decode the consensus hypothesis

3.2. Normalization of posterior probabilities

Since word and sub-word lattices are generated iffereht

systems, a normalization step is needed. Sentesterprs can be

normalized by the sum of the sentence posteriotisaattice:

PW*)P(AW")

Pl —4

3 PW*)P(AW")

k=1

where k ranges over the set of hypotheses outphteéte speech
recognizer [7]. In a lattice, the total of the s#rde posteriors can
be computed by the Forward-Backward algorithm.

This normalization step can be used in the latticesbination
scheme presented above. Before combining into anmmiattice
in step 2, word and sub-word lattices are deconpasel then

1)

normalized by equation (1). In next section, perances of the
combination scheme with and without normalizatiom @mpared.

4. EXPERIMENTSAND RESULTS

This section presents our experiments of lattiadgosition and
combination in the post-processing stage of an A$&em for
Vietnamese language.

4.1. Experimental framework
4.1.1.ASR system

All recognition experiments use the IBIS decodethd JANUS
toolkit [11] developed at the ISL Laboratories. Timeodel
topology is a 3- state left-to-right HMM with 32 Gssian mixtures
per state. The pre-processing of the system csnsisixtracting a
43 dimensional feature vector every 16 ms. Theufeatconsist of
13 MFCCs, energy, the first and second derivatias] zero-
crossing rate. An LDA transformation is used touealthe feature
vector dimensionality to 32. The ASR performancemisasured
with Syllable Error Rate (SLER) since Vietnamese rdvo
segmentation is not a trivial task and segmentadmors may
prevent a fair comparison of different ASR hypottes

4.1.2.Vietnamese Text and Speech Resources

Since syllable plays an important role in Vietnaenkesguage (it is
both morphological and phonological base unitsjpeabulary of
about 6,500 syllables (called0 since there is no word in this
vocabulary) was extracted from a 35k word vocalyul@alled
V35k). Then the syllable-based and the word-basedyprciation
dictionaries were built by applying oMNPhoneAnalyzdi 2].

Documents were gathered from Internet and filtefed
building aBroadcast newsext corpus. After the data preparation
steps, the text corpus has a size of 317 MB, bemBlion words.
A syllable-based and a word-based trigram LMs vieri@ed from
this text corpus using the SRILM toolkit [8] with@ood-Turing
discounting and Katz backoff for smoothing. Itrigoiortant to note
that with this toolkit, the unknown words are reradvn our case,
since we are in the framework of closed-vocabutaoglels.

Speech data was extracted from WK SpeechCorpu§l?],
which was built at LIG and MICA laboratories. Inder to train
the acoustic models, 13 hours of speech data spbler36
speakers were used. The test set contains 27 antes spoken by
2 speakers different from the training speakers.

4.2. Experimental Results
4.2.1.Word decomposition experiments

In order to test the performance of the word lattiecomposition
method, we use the following test protocol: firsfipm the initial
syllable vocabulary\(0), we progressively adtl most frequent
words in theV0. By increasingN from 0 to 35k, we have 10
different hybrid syllable/word vocabularies (called, VO.5k, V1k,
...V35k) and 10 different trigram LMs are trained withese
vocabularies. Secondly, words in lattices outpuftech 10 speech
recognizers (calledriginal latticeg are decomposed into syllables
(called decomposed latticgsFinally, these lattices are converted
into CNs. Figure 5 shows a comparison of the casisen
hypothesis decoded from theginal CN and thedecomposed CN
Even if results show that the syllable-based LM riever
outperformed by hybrid word/syllable based LMs, deeomposed
CN works systematically better thamiginal CN. It results in an
absolute SLER reduction of 0.5% over thrgginal CN when the
V25k vocabulary is used.
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Figure 5:Comparison of the original lattices and the
decomposed lattices as a function of the numbesoodis
added to the initial syllable vocabulary (V0).

4.2.2.N-best lists and lattices combination experiments

In the first combination experiment, we investigatsimpleN-best
lists combination method. We decode 20-best hymethérom the
syllable-based \(0) and the word-basedvd5k) ASR systems.
Every word in these hypotheses is segmented intab#ss. Then,
we merge both 20-best list fronD system and 20-best list from
V35k system to form a 40-best list. Similar to ROVHR], we use
a voting algorithm based on the number of occueesfcsyllables
in theN-best list to decode the best hypothesis. Tableotvs both
SLER and Oracle SLER for different hypotheses: esertee MAP
baseline, 20-best list and merged 40-best listbioth syllable-
based and word-based system. We conclude that ¢ngerh 40-
best list significantly outperforms the MAP hypatie Moreover,
the same reduction is also obtained in the OrackERS

Method % Oracle SLER % SLER
MAP (V0) - 22.69
MAP (V35k) - 22.81
20-best Voting Y0) 14.0 22.80
20-best Voting {35k) 14.8 22.90
40-best Voting Y0+V35k) 111 21.40

Table 1:Comparison of sentence MAP baseline hypothesis
and N-best voting hypothesis.

In the second combination experiment, the word anb-word
lattices combination scheme presented in sectiofis dised.
Syllable-based lattice and word-based lattice issedecoded from
VO andV35k system, respectively. Every word in the worddsh
lattice is then decomposed into syllables. Befamverting to CN,
both lattices are combined with (call&N_Norm) and without
(called CN_NoNormy the normalization of the posterior
probabilities.

Figure 6 presents an overview of the results: seetdIAP

%Syllable ER
23,0

22,81

22,69 |—

25 22,57

20 22,28

21,5 A 21,64

21,40

21,0 21,19

20,5 1

20,0

MAP (VO)  MAP (V35k) 40-best

(VO+V35k)

CN (VO) CN(V35k)  CN_NoNorm

(VO+V35K)

CN_Norm

(VO+V35k)

Figure 6:Comparison of the syllable-based lattices, word-
based lattices and the combined lattices.

5. CONCLUSIONS

In this paper, a word/sub-word lattices decompasitiand

combination approach is proposed in order to ekpl® use of
multiple units in ASR. This approach was testednnASR system
for Vietnamese. We conclude that our lattices cortidon method
outperformed both sentence MAP baseline and NHeest lists

combination methods. Moreover, the lattices decaitipm and

combination tools are made available by the autfarany person
who is interested in. In the future, we plan tolgghese methods
in Khmer language in which more lexical units (wosyllable,

characters cluster and character) can be exploited.
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