AUCTION-BASED RESOURCE ALLOCATION FOR MULTI-RELAY
ASYNCHRONOUSCOOPERATIVE NETWORKS

Jianwei Huang, Zhu Han, Mung Chiang, and H. Vincent Poor

ABSTRACT
Resource allocation is considered for cooperative tragsons in
COnultiple-relay wireless networks. Two auction mechanisgi¢R
Cwctions and power auctions, are proposed to distribytivet
rdinate the allocation of power among multiple relays. He t

relays. Precise definitions of fairness and efficiency wéligiven
in Sectior 2. In both auctions, each user decides “when toaise
lay” based on a locally computable threshold policy. Thestjoa
of “how to relay” is answered by a simple weighted proporébn
allocation among users who use the relay.

NR auction, a user chooses the relay with the lowest wedghte In our previous work [4], we have proposed similar auction
Cprice. In the power auction, a user may choose to use mutéple mechanisms for @ingle-relaycooperative communication net-
(Tays simultaneously, depending on the network topologytaed work, where users can achieve the desired auction outcdmes i
™elays’ prices. Sufficient conditions for the existenced@th auc-  they update their bids in synchronousnanner. This paper con-
dons) and uniqueness (in the SNR auction) of the Nash dquili siders the more general case where there are multiple ralays
C\Jium are given. The fairness of the SNR auction and efficiencghe network with different locations and available resestcThe

of the power auction are further discussed. It is also prakeh existence, uniqueness, and properties of the auction matsare
—Users can achieve the unique Nash equilibrium distribiytivia  very different from the single-relay case. Moreover, wevslitat
I:best response updates in a completely asynchronous manner. users can achieve the desirable auction outcomes in a ctatyple
Keywords: Wireless Networks, Relay Networks, Auction The-asynchronoumanner, which is more realistic in practice and more

¢_ory, Power Control, Resource Allocation
[
1. INTRODUCTION

: tooperative communication (e.g., [1]) takes advantageelbtoad-
cast nature of wireless channels, uses relay nodes ashara

ennas, and thus realizes the benefits of multiple-inputipher
Coutput (MIMO) communications in situations where physioail-
(Yliple antennas are difficult to install (e.g., on small semsmles).
Ithough the physical layer performance of cooperative cam
ication has been extensively studied in the context of lsnedi

orks, there are still many open problems of how to realige it

ull benefit in large-scale networks. For example, to optiengo-
= @perative communication in large networks, we need to camsi
.Zglobal channel information (including that for source-ifesgion,
>éource-relay, and relay-destination channels), hetewmmyes re-

ource constraints among users, and various upper layegsiss Yirw =

ae.g., routing and traffic demand). Recently some centdlizet-
work control algorithms (e.g., [2, 3]) have been proposed:td
operative communications, but they require consideralderad

difficult to prove. Due to the space limitations, all the pioare
omitted in this conference paper.

2. SYSTEM MODEL AND NETWORK OBJECTIVES

As a concrete example, we consider émeplify-and-forward (AF)
cooperative communication protocol in this paper. Theepst
diagram is shown in Figl]11, where there is a ket (1, ..., K)
of relay nodes and a s&t= (1, ..., I) of source-destination pairs.
We also refer to paiiasuseri, which includes source nodgand
destination nodé;.

For each usei, the cooperative transmission consists of two
phases. InPhasel, sources; broadcasts its information with
power P;,. The received signals;, 4, andY;, ., at destination
d; and relayr;, are given by, 4, = \/Ps, G5, 4, Xs, + 14, and
Py, Gs, . X5, + nr,, WhereXy, is the transmitted in-
formation symbol with unit energy at Phakat sources;, G, 4,
andG;, , are the channel gains fros to destinationi; and re-
lay ri, respectively, anah,;, andn,., are additive white Gaussian

for signaling and measurement and do not scale well withorew Noises. Without loss of generality, we assume that the neis

size. This motivates our study of distributed resourcecallion
algorithms for cooperative communications in this paper.
In this paper, we design two distributed auction-based.neso

allocation algorithms that achieve fairness and efficidocynultiple- destinationd; in Phase 1 i8's, 4, =

relay cooperative communication networks. Here fairnesams
an allocation that equalizes the (weighted) marginal nrateciase

is the same for all links, and is denoted b¥. We also assume
that the transmission time of one frame is less than the édann

coherence time. The signal-to-noise ratio (SNR) that iBzed at
Ps, G, a;

o2 :

In Phase2, user: can use a subset of (including all) relay
nodes to help improve its throughput. If relayis used by user

among users who use the relay, and efficiency means an alloca-r, will amplify Yy, . and forward it to destinatiod; with

tion that maximizes the total rate increase realized by @iskeo
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transmitted poweP,, 4,. The received signal at destinatidnis
Kk7di =V PrkadiGTk7diXTk;di+nfii 7WhereXTk;di = Ysiﬂ”k/'}/;iarkl
is the unit-energy transmitted signal that relayreceives from
sources; in Phasel, G,, 4, is the channel gain from relay; to
destinationd;, andniii is the receiver noise in Phag8e Equiva-
_ \/P’"kvdi G"'kvdi(\/PSiG3i17‘kX51ivdi+nTk)
\/Psi Gs;,ry, 02
":zi- The additional SNR increase due to retayatd; is

lently, we can writ&, 4, +


http://arxiv.org/abs/0801.3097v1

& e Hereq;;'s are the priority coefficients denoting the importance of

Destination 1

each user to each relay. When = 1 for eachs, all users who
use relay, have the same marginal utility,, which leads to strict
fairness among users. In the special case where users amgetym
ric and only use the same relay, the fairness maximizing power
allocation leads to a Jain’s fairness index [5] equal to lwelcer,
the definition of fairness here is more general than the J&air-
ness index. Notice that a fair allocation is Pareto optitinal, no
e Rsa user's rate can be further increased without decreasingtheof
5 Cominng another user.
Since AR; (P q,) is non-smooth and non-concave (due to
themax operation), it is well known that Problenid (4) aqdl (5) are
NP hard to solve even in a centralized fashion. Next, we will
propose two auction mechanisms that can solve these preblem
Fig. 1. System Model for Cooperation Transmission under certain technical conditions in a distributed fashio

Pr i Gr,.a,G 3. AUCTION MECHANISMS
T,di L s Tre,d; Tsirp . 1
o’ (PTkvdiGTk-,di + Ps,Gs, ry, + 0'2) @

The total information rate usélachieves at the output of maximal
ratio combining is

Source 1

A SNR;, =

An auction is a decentralized market mechanism for allogati
resources without knowing the private valuations of indial
users in a market. Auction theory has been recently usedidy st
various wireless resource allocation problems (e.g., sfoeal-
R a (Pry) = Wilogy (14 s a + 22 ASNR%). (2) location [6] and power control [7] in cellular networks). tde

’ ’ Y ke 1{Prk,di>0} +1 we propose two auction mechanisms for allocating resource i
a multiple-relay network. The rules of the two auctions age d
scribed below, with the only difference being in paymenedeit-
nation.

Here P, 4, = (P, 4, Vk € K) is the transmission power vector
of all relays to destinatior;, W is the total bandwidth of the
system, and (., is the indicator function. Equatiohl(2) includes a o -
special case where usedoes not use any relay (i.e2,, 4. — 0 o Initialization: Each relayr, announces a positiveserve
for all k € K), in which case the rate i log, (1 + T'y, 4,). The bid 5, > 0 and aprice m, > 0 to all users before the
denominator in({2) models the fact that relay transmissimasipy auction starts.

system resource (e.g., time slots, bandwidth, codes). \ite wr e Bids Each user submits a nonnegative bid vectby =

Rs, a; (Pr.4,) to emphasize thaP,. 4, is the resource allocation (bir, Vk € K), one component to each relay.
decision we need to make, and it is clear tRat 4, depends on e Allocation Each relayr; allocates transmit power as
other system parameters such as channel gains. bi '
We assume that the source transmission paweis fixed for Py, = Wprk Vi€l (6)
jez Yik k

each usei. Each relay, has afixed total transmission power,
and can choose the transmission power ve®or 4 = (P, 4, ,

P.. ) from the feasible set e PaymentsUseri paysC; = >, mpqir 2\ SNR;;, in anSNR
ces P dy

auction orC; = 3, m, Py, 4, in @ power auction.

P, 2 {P%d medi <Py Poa >0.Vic I} ) The two auction mechanisms that we propose are highly bliged,

since each user only need to know the public system parasneter
(i.e., W, o? and P,, for all relay k), local information (i.e. P,
andGs, 4,) and the channel gains with relayS{ ,, andG,, 4,

! ' ) for each relayr;, which can be obtained through channel feed-
tion decision we need to make is the valuerdf 4. back). The relays do not need to know any network information

From a network designer’s point of view, it is important to  a'hiqding profile is defined as the vector containing the users
conS|d(fef_r_botrefflmencyandfawness An efficient power alloca- pigg p — (by, ..., by). The bidding profile of usei's opponents
. efficienc P : ; ! R .
tion P} 7" maximizes the total rate increases of all users, i.e.,ig gefined ab_; = (b;,Vj #1), so thatb = (b;;b_;). Useri

K2

Finally, defineP, 4 = (P;,.q4,Vk € K) to be the transmission
power of all relays to all users’ destinations. The resoatla-

e AR, (Py.a), @) choosed; to maximize its payoff

{PTdeGPTMVkGIC} = Ul (bl, b,i, 71') = ARl (P,r7di (bz, bfl)) — Cz (bl, b,i, 71') . (7)
whereAR,; (P, 4,) denotes the rate increase of uselue to the

use of relays\R; (Py.4,) = max {Rs, 4, (Pr.a,) — Rs, q, (0),0}. Herem = (m;,Vk € K) is the prices of all relays. It can be shown
In many cases, an efficient allocation discriminates agaissrs that the values of the reserve biflg's do not affect the resource
who are far away from the relay. To avoid this, we also consideg|location, thus we can simply choosg = 1 for all k.

a fair power allocationP™";, where each relay;, solves the fol- The desirable outcome of an auction is calledash Equilib-

lowing problem rium (NE), which is a bidding profilé* such that no user wants
9 A R; (ASNR) ‘ to deviate unilaterally, i.e.

P, 2 P SV gy = ik L(py 20 Vi T Y 1€

®) Ui (b5;b",,m) > U; (b b, w) Vi € T,¥b;, > 0. (8)



Define usel’s best responsfor fixed b_; and pricer) as

B; (b_i, ) = {bi

b, = arg %Ig)é U; (I;Z, b,i,ﬂ') } , (9)

which can be written a#; (b_;, w) = (B, (b_;, 7),Vk € K).

Theorem 2 In an SNR auction with multiple relays, a unique NE
exists ifry, > m; ,, for eachk.

Finally let us consider the property of the NE. For a single-
relay network, we show in [4] that the SNR auction achieves th
fair resource allocation (i.e. it solves Probldm (5)) if @ast one

An NE is also a fixed point solution of all users’ best respsnse User wants to use the relay at the threshold prige In the

Next we will consider the existence, uniqueness and prigsest
the NE, and how to achieve it in practice. Although in genbital

is not the most desirable operational point from an ovesgat s

tem point of view, we will show later that the two auctionseed
achieve our desired network objectives under suitablenieah
conditions.

3.1. SNR Auction

We first consider the SNR auction where usgpaymenti<; =
>k Thdik & SNRg.

Theorem 1 In an SNR auction with multiple relays, a useei-
ther does not use any relay, or uses only one rejay with the
smallest weighted price, i.€(i) = arg mingex TLGik-

Theorenf L implies that we can divide a multiple-relay networ ™

multiple-relay case, however, some relays may never betable
achieve a Pareto optimal allocation, which is a basic requént

for a fair allocation. This is because if the relay annourackigh
price, no users will use the relay. If the relay decreasegtice,
there might be too many users switching to the same relaylsimu
taneously such that an NE does not exist. On the other hand, we
can show the following:

Theorem 3 If there exists a NE such that each relay’s resource is
full utilized and each relay is used by at least one user, titese
sponding power allocation is fair (i.e., it solves ProbldB))(

3.2. Power Auction
Here we consider the power auction, where us&payment is
Ci = >, P q,- There are two key differences here com-

into K + 1 clusters of nodes: each of the fifstclusters contains pared with the SNR auction. First, a user may choose to use mul

one relay node and the users who use this relay, and theuastcl

tiple relays simultaneously here. Usg&s best response can be

contains users that do not use any relay. Then we can analyggitten in the following linear form:B, s (b_i s, w) = f7, ()

each cluster independently as a single-relay network airit

particular, for a uset belonging to clustek (i) < K, its best
response function is

Big (b—ik,mr) = { Jiw (m) <Z#i bk + B’“) v k=K@,

. (10)
0, otherwise

(Z#i bk + ﬁk) ,Vk € K. To calculatef}, (), useri needs to

consider a total OElIiO (%) cases of choosing relays. For exam-
ple, when there are two relays in the network, a user needsto ¢
sider four cases: notusing any relay, using rélaply, using relay

Note that usei’s best response is related only to the bids from2 only, and using both relays. For the given relay choice irecas

users who are in the same cluster. The linear coeffigigntrs)
is derived as

fiw (mr) = (11)
oo, 71" S Efv
(Ps; Gs;yry,+02)0? s
PT‘kGrE,diPSiGSi,Tk P. G P. G 2 27 (S (E?vﬂ-;)y
W 1 7( 5 Gsgor +0r Gry a0 )“
27 i 0 2 si,d4
0, ™ > 77,
where
s A W/ (2¢ik In2)
= (12)
— P, Gy o q.Ps.Gs. 1o ’
1 + I‘SV d+ k k% i Tk
040 Py, Gayorpy+Pry Gry a; +02 )02

and7? is thesmallest positive roadf the following equation inr

w 2mqir In 2 L
TQik (1 +Fsivdi)_7 <10g2 < Wq‘:/n ~ (1 +Fsi,di)2) + E) —
(13)

In the degenerate case wherge > xf, we havef;,C (m) = 00
for m, < @ andf;k (mr) = 0 for m, > @7. Notice that the linear
coefficient is determined based on a simisleesholdpolicy, i.e.,

comparing the price announced by the relay with the two lgca

computable threshold prices.
Now let us assume that all users use the same relathen

n, it calculates the linear coefficienfs;" () for all k in closed-
form (this involves threshold policy similar to the SNR &dan)
and the corresponding rate increas&;" . Then it find the case
that yields the largest payoff;* = argmax, AR, and sets

L () = f’k" (m) Vk. Second, the linear coefficierff), (m)
depends on the prices announced by all relays. For exaniple, e
ther a larger;, or a smallry, (k' # k) can makef?, (w) =0, i.e.,
user: will choose not to use rela . 7

Similar to in the SNR auction, we can also calculate a thresh-

old pricery, 4y, for relayr;. In this case, we assume that all re-
lays announce infinitely high prices except, and then calcu-

fi
late 7} ,,, such thafy", ., #(:)’11 < 1whenm; > 7} ., and
Ik (mh)
2ie Tr (el
Colloary 1 In a power auction with multiple relays, there exists

an NE ifmy, > 7, for eachk.

On the other hand, necessary condition for existence of Nieds
as conditions for uniqueness are not straightforward taigpe
and are left for future research. We can characterize theepiy

> 1whenmy, <7} ;-

| of the NE as follows:

Theorem 4 If there exists a NE such that each relay’s resource is
full utilized and all users use all relays, the corresporgipower

from (@) and [(ID) we know that the total demand for the relayallocation is efficient (i.e., it solves Problef (4)).

power i), ; %Pm which can not exceed®,, .

also clear thaﬁk (mx) is a non-increasing function af,. Then
we can find a threshold prieg; ,;, such thad _ fi ()

€L fr (m)+1
fik(”k)
wheny, > 7} ., and) ;7 TE )+

It is

<1

> 1whenm, <7} ;.

3.3. Asynchronous Best Response Updates
The last question we want to answer is how the NE can be reached

in a distributed fashion. Since usedoes not know the best re-
sponse functions of other users, it is impossible for it tcwate
the NE in one shot. In the context of a single-relay netwoik [4



we have shown that distributed best response updates daallglo
converge to the unique NE (if it exists) insgnchronousnanner,
i.e., all users update their bids in each time slot simubask ac-

cordingly tob; (t) = f7 (m) (Zl# bi(t—1)+ [3) . In practice,
however, it would be difficult or even undesirable to cooat@all

users to update their bids at the same time, and the followamng
be used:

Algorithm 1 Asynchronous Best Response Bid Updates
1. t=0.
2: Each usei randomly chooses®; (0) € [b;, b;] .
3 t=t+1.
4. for eachusef € 7

5. if t e T; then 5
bik

6: bik () = [ff () (Zl;éi bi(t—1) +ﬂ)]b ) V-
=i,k

7 endif

8: end for

9: Go to StefB.

onvergence of Synchronous Updates
onvergence of Asynchronous Updates

— Actual Bid

-~ Optimal Value

— Actual Bid
- - Optimal Value

User 2 (updates with probabilty 0.5)

User 1 (updates with probabilty 0.1)

User 3 (updates with probabilty 1)
J

[ n
] 50 100 150 200 250 300 350 400 ] 50

100 150
Bid Iterations t Bi

200 250 300 350 400
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(a) Synchronous Updates (b) Asynchrony Updates

Fig. 2. Bids update in an SNR auction (the same one relay).

probability 0.1, 0.5 and 1, respectively. We can see that the al-
gorithm converges to the same optimal values as the synchson
update case but in longer time (as expected).

5. CONCLUSIONS
In this paper, a cooperative communication network withtipld
relays has been considered, and two auction mechanisn@&i\fRe
auction and the power auction, have been proposed to distrib
tively coordinate the relay power allocation among usenslikg

We show thaglsynchronoudest response updates convergeshe single-relay case studied in [4], here the users’ clsaitee-
in the multiple-relaycase. The complete asynchronous best relays depend on the prices announced by all relays. In the SNR

sponse update algorithm is given in Algorittith [Zb]g max
{min {z, b} ,a}.), where each userupdates its bid only if the
current time slot belongs to a sgt which is an unbounded set of
time slots and could be different from user to user. We malara v
mild assumption that the asynchronism of the updates isdbain
i.e., there exists a finite but sufficiently large positives@antB,
and for allt; € 7T;, there exists @, € 7; such thats —t; < B.
Each user updates its bid at least once during any time adtefv
length B slots. The exact value @ is not important (as long as it

auction, a user will choose the relay with the lowest weighte
price. In the power auction, a user might use multiple rekys
multaneously, depending on the network topology and ttadivel
relationship among the relays’ prices. A sufficient comditis
shown for the existence of the Nash equilibrium in both aungj
and conditions are derived for uniqueness in the SNR aucftibe
fairness of the SNR auction and the efficiency of the powetianic
are also discussed. Finally, if an NE exists, users can aefti

a distributed fashion via best response updates in an asymmis

is bounded) for the convergence proof and needs not to berknovinanner.

by the users.
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