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ABSTRACT

We consider streaming video content over an overlay netwbrk

peer nodes. Each of the nodes employs a mesh-pull mechanis
to organize the download of data units from its neighbourse W

propose a novel algorithm for constructing the distributiwerlay,
where peers are arranged in neighbourhoods that exhihiiasita-
tency values from the origin media server. Such an org&anizat-
creases data sharing between neighbours in broadcastajpis

and reduces the play-out latency at a peer. Each of the nodes

the overlay is further equipped with a packet schedulinggdare
that requests data units from neighbours in the order of thei

portance and their popularity within the neighbourhoocdhaly, re-

questing peers share the upload bandwidth of a sending peeo-i
portion to their transmission rate to that peer in order szaolirage
free-riding in the system. Our simulation results show thatpro-
posed mesh construction procedure provides improved ppeafoce
in terms of frame-freeze and playback latency relative toraven-
tional approach where peer neighbours are selected atmar(or-
responding gains in video quality for the media presemadi® also
registered due to the improved continuity of the playbagegience.

i.e., that the available system bandwidth increases wimtimber
of peers. Specifically, free-riders are peers that want tainlzon-
tent from other peers, but that do not want to serve peerstivtin
3Wn content. Hence, effectively this is manifested as aqgoiuin
serving bandwidth to some peers which in turn causes extietiele
lays and variable audio-video quality of the multimediagamtation
at these peers.

To address these deficiencies we design a mesh construation p
cedure that creates neighbourhoods of peers that exhitilaside-
fivery delays relative to the broadcast media server. Tiiseiases
the likelihood of data availability in a neighbourhood tiiey reduc-
ing the playback latency and the frame freeze frequencyeofitbdia
presentation at the peers. These improvements also nesu# cor-
responding gain in video quality for the reconstructed @néstion.
In addition, we design a receiver-driven algorithm for resfing me-
dia packets from neighbouring peers that takes into corside
the packets’ delivery deadlines and importance for thersitoc-
tion quality of the media presentation. Furthermore, theubarity
of a packet within a neighbourhood is also included in thediec
mechanism that is part of the algorithm in order to help tselin-
ination of less frequently encountered data units. Finallydesign

Index Terms— peer-to-peer systems, video streaming, dis-a bandwidth sharing procedure that distributes a peertadpband-

tributed computation and control, overlay networks.

1. INTRODUCTION

Delivering live or streaming video content over networkpeérs is
increasingly becoming common nowadays. Propelled by tedgt
increase of residential access bandwidth and an audieecermre
hungry for a multimedia experience on the Internet, a cldsape
plications have emerged that enable sharing data packétsde
livery deadlines over peer-to-peer (P2P) overlay netwogystems
like PPLive [1], PPStream [2], and Coolstreaming [3], haeerb
successfully deployed and tested for broadcasting/nasitiicg live
events and for streaming pre-encoded content to large rmeatian
the Internet.

Still, the present P2P multimedia experience is marred by u

controllable start-up delays, frequent freezes of theimeldia play-
back, and significant fluctuations of audio-video qualityour view,
there are two major reasons for these apparent shortconitiigs,
the construction of the overlay network over which the datde-
livered and the exchange mechanisms that the peers empbgate
their data have been mainly carried over from earlier P2Rdéita
sharing applications. Hence, as such they are ill equippettal
with the specificities of multimedia data, such as delivezgdlines
and unequal importance for the reconstruction quality.sTiniturn
makes them inefficient in terms of streaming performancetter
multimedia presentation that they serve. Second, the pcesef
free-riding in a system also has a negative effect on theativeer-
formance as it counters the main premise of P2P overlay mkéwo

width among its requesting neighbours in proportion tortiogin
data rate contribution to this peer. Hence, a free-rideffectvely
shut down from receiving any useful data from its neighbpassts
rate contribution to them would typically be non-existing.

To our knowledge, the most closely related contemporaneous
works are the following. In [4], the authors design a globattern
for content delivery in mesh-based overlays that can etifie up-
load bandwidth of most of the peers. In addition, a sweetedog
the peers’ degree is identified that maximizes the delivereity
to the individual peers in the scenario under consideraframther-
more, the work in [5] shows how the buffer maps that peers ishme
based overlays construct in order to facilitate exchangtatd with
their neighbours can be used to monitor the network-widditguet
the media presentation shared among the peers. Finallyrdppses

nto use layered video for providing incentives in P2P liveatning.

In particular, video packets are requested from neighbioypsiori-
tized order based on their layer index and the probabilityerfiing
a neighbour is commensurate to the rate contribution rederom
this neighbour.

2. MINIMUM DELAY MESH CONSTRUCTION

The key idea of the technique described here is to organizpehrs
in neighbourhoods featuring similar delays from the mediaexr for
all their members. Specifically, we desire to construct glmadur-
hood such that every peer in it will exhibit a roughly equétiay in
receiving the media packets sent by the server originalhis Will

increase the likelihood of having the peers in a neighbaeattaeing



interested in obtaining content from one another. That sabse
the sliding windows used to exchange content with othergésze
Section 3.1) will be positioned more or less at the sameilmcaél-
ative to the time line of the media presentation. At the same,t
this feature will contribute to a lower likelihood of a franfireeze
during playback. This is the situation where a video framads .z
received/decoded by a peer by the time it is due to be disglaye*..
Hence, the peer freezes the last displayed frame on thensicree- ; ;
der to conceal the loss of this (present) frame. As the pesrs h delay
bigger prospects for querying data from their neighbours, ribe

chance of encountering frame freeze during playback dsese&i-  Fig. 1: An example of a minimum delay mesh construction. Peers
nally, another advantage of such a neighbourhood is shaletgback  are represented as small circles and neighbour nodesifesimi-

start of the media presentation at a peer. In particularassharing gy delivery delays are grouped in sets (ellipsis). Therlate orga-
among the members of a neighbourhood is increased, the e t njzeq further along increasing latency.

it takes for a peer to acquire the necessary amount of dataler o
for playback to start is reduced. In the remainder of thisisecwe
describe in detail the proposed mesh construction approach
There is a registry server that keeps track of the peersdgirea
in the network. For each peer the server maintains an entry co
prising the peer’s IP address and the minimum delay thatpi¥s
measures with respect to the media server. The nature «fabend
guantity will become clear as we proceed with the discuskime.

At the same time, the node informs its neighbours that its mim
imum delay has changed so that they can revaluate in turnfand i
needed the minimum delay values for their respective neighb
hoods. Note that the case of departure of one or multiplehbeigrs

is covered with the above consideration as then the dat@)yatthe
departed neighbour(s) to a node would also change (becorag ze

_The registry server maintains a sc_)rt_ed list of the registeeeers in Lastly, a departing node can inform the registry serversadécision
increasing order based on their minimum delays. so that its registry entry can be removed

A connect procedure for a peer joining the network comprises
the following steps. The peer contacts the registry serk@riging
itits IP address. In return, the server provides the soisedf peers 3. SCHEDULING FRAMEWORK
that the connecting peer can use to establish its own neighbod ) )
in the network. Specifically, the peer begins to contact thges in ~ 3-1. Receiver-Driven Packet Requests

the network starting from the head of the list, checking far tol- Each peer maintains a sliding window of data units that péio

lowing two quantities.. The peer wants to know if the contdetede cally advances. A peer buffers the already received data troim
can accept a new neighbdurAt the same time, the peer measures s window, while it seeks to request the rest of them from it

the network delay from the node, based on the data rate thabite neighbours. Peers periodically exchange maps describingres-
is willing to spend on sending packets to the peer. Once tel®s  gnce/absence of data units from their windows. In this wayeer

a sufficient number of nodes willing to accept it as their hbwur,  ~a3n discover the presence of missing data units in the neighb
the peer creates its own neighbourhood with these nodesheAt t 444

same time, the peer provides to the registry server its ovammoim More formally, leti¥ denote the set of data units in the current
delay entry which the peer computes as follows. The peers#éd  gjiging window at peer and letM € W denote the subset of miss-
delay it has measured from a neighbour to the minimum dellieva g gata units froni¥’ that the peer can request from its neighbours.
for that neighbour from the sorted list provided by the regiserver. £ each data unit M, the peer computes its augmented impor-
The smallest of these values for the neighbourhood of theipee-  {5nce adl, - Pi(k,N) - U(t, ta,), wherek is the number of peers
turned to the registry senferThis concludes the connect procedure in the neighbourhood of from which this data unit is available and
for a peer. _ ) N is the size of the neighbourhood afin number of peers. Fur-
In Figure 1, we show an illustration of a mesh constructedgisi  thermore,; is the importance of the data unit for the reconstruction
our procedure. Going top to bottom, we can see that the de&ty t qyality of the media presentation [7], whifé(k, N) is the popular-
the nodes experience from the media server increases, riiles ity factor of data unit in the neighbourhood of peer. In essence,
within a neighbourhood, denoted in dashed ellipses in Biduex-  p, (k) is a monotonically decreasing function of the rakia;
hibit similar latencies in receiving media packets issugthie server  anq js used to place greater emphasis on data units lesefitgu
earlier, which in turn increases their collaboration inteing these  gncountered among the peers in order to alleviate theielisg-
packets to one another, as argued previously. Please radtéoth tion within the network. Similarlyl/ (¢, t4,,) denotes the urgency of
clarity we do not include in Figure 1 every connection betw8®  receijving this data unit by peer, wheret is the current time, and
nodes in the network. S ta is the delivery deadline fa, as introduced earliel/ (¢, tq;) is
Periodically, the nodes can check if their minimum delaygeha 3 monotonically increasing function of the ratitt, ; and is used to
changed. This can happen as the data rates at which theyaecei|ace priority on data units due to be received and decodeuesan
data from their neighbours can change over time. Hence, @caxd  the future.
update then its minimum delay value stored with the registryer. The data units from\/ are sorted in decreasing order based on
their augmented importance values. Pedhen requests the data
neighboursb thz;t tgey are(}j _wil}ing to accept 'inh(t))rder not toraweelm their gglrtse;r;:n d]\a{tal.nuﬂ?tt(;)rt;jee:;ct]igggggnmsitg:rgzz?egi:lgetr?gr:]ee?gt\s-t.
resgwge;ssty”;eem;n;ﬁ] t;:;glgig::s;tg]e%x:g t\zg riodes in the netwsr  POUr from which this data unit would be delivered fasteststinat
curs at their access points. Hence, a joining node alwaysunesia smaller it delivery deadline would not be exceeded. In particleai,be the
overall delay to the media server through a node higher isdinied list. next data unit to be requested from the sorted list. Nodemputes

1Recall here that the nodes usually maintain a bound on thebeuof



the probability of receiving from each of the neighbours that has it,
and ranks them in decreasing order based on it. If the first amnthe
ranked list has a non-zero probability of delivering theadait to
n, the node then selects the corresponding peer neighboiseanid
it a request fori. Otherwise,n does not request this data unit and
proceeds to the next entry in the sorted list of data unitetodmsid-
ered for requesting. It should be noted that computing tbbadility
of receiving a data unit from a peer involves not only theistiagl
properties of the communication channels (forward/backyvhe-

kbps. The downlink data rate for free-riders is set to 10Q8skii he
content is originally stored at a media server with an uploadd-
width of 6 Mbps. The play-out delay for the presentation istse
the peers to 15 seconds. This is the initial amount of dataeteh
peer needs to accumulate in its buffer before starting thghgick
of the presentation. The size of the sliding window intraztliin
Section 3.1 for keeping track of data units at each peer i€80rgls
of data. Sending requests to its neighbours is consideradplegr at
intervals of 1 sec. The contribution of each sending peegrims of

tweenn and that peer, but also the number of pending requests frordata rate is measured by the receiving peer every 30 secbtidseo

n to which the peer has not responded yet.

3.2. Download Rate Estimation and Peer Replacement

A peer periodically estimates the respective downloadsrrten its

neighbours. This is done by computing the total amount od dext
ceived from each neighbour since the last time the downlagvas
computed. In this way, a peer can sort its neighbours bas¢geim
send rate contributions to this peer. Then, the peer candgieaily

replace the least contributing neighbour with a new peercset! us-
ing the procedure described in Section 2. Furthermore eifpier
experiences multiple neighbour nodes with no rate cortidhy it

will simultaneously replace all of them with newly selectegigh-

bours. The replaced nodes in this latter case will typicafyresent
free-riders that are not interested in sharing their reseswith other
nodes in the network.

3.3. Sender Upload Bandwidth Sharing

The algorithm for sharing the upload bandwidth of a peer agmon
its requesting neighbours operates as follows. IL&, be the up-
load bandwidth of node:, and letPR,, denote the set of neigh-

The exclusion of the least contributing peer in a neighboodhand
the consecutive selection of a new replacement neighbalonis by
a peer every 30 sec.

The performance of the packet requesting algorithm from Sec
tion 3.1 relative to existing schemes and the resiliencaioframe-
work to the influence of free-riders were examined elsewlffigre
Therefore, in this paper we focus on examining the additiona
provement in performance that the mesh construction proeed
from Section 2 provides. In particular, we present the nedgper-
formance gains of the Min Delay algorithm from Section 2 over
a standard Random mesh construction technique where each pe
selects its neighbours at random.

The metrics over which we measure performance are (i) frame
freeze duration and (ii) normalized play-out time. We disscthem
in the following. Frame freeze duration is the percentagémé
relative to the duration of the whole presentation duringcivia peer
experiences frozen video content on its display. Rementiaethis
happens whenever a video frame is not received and decodbe by
peer by its decoding/delivery deadline. In order to comptn$or
this, the peer conceals this frame with the last decodabitedithat it
has in its buffer. The content of this latter frame is keptlomgcreen
(hence the name freeze frame) until a subsequent framedsldele

bours from whichn has pending requests at present. Then, t0 evand therefore ready to be displayed next.

ery nodek € PR,, n allocates the share of its upload bandwidth
Tk = (Tr,n/ ZkepRn Tr,n)U Bn, Wherery ,, denotes the present
estimate of the sending rate fromto n. Hence, nodes that con-
tribute more of their sending rate towill receive in return a larger
share of its own upload bandwidth.

4. EXPERIMENTS

In this section, we examine the performance of the proposedd-
work for streaming actual video content. In the simulatjoms em-
ploy the common test video sequerfggreman in CIF image size

Next, recall from earlier that a peer has a parameter denoted
play-out delay that is set ahead of time. As described posio
this parameter corresponds to the amount of data that thenpeds
to buffer from the initial part of the presentation before filayback
actually starts at the peer. Typically, it would take a petormer
period of time than the actual value of its play-out delayapagter
to gather the necessary amount of data for the playbackrto Bta-
thermore, one can compute the absolute minimum of this gyant
based on the hop distance of a peer from the media server and th
data rate at which the server is streaming the presentdatipicélly
the encoding rate of the presentation). Hence, we define alorm

encoded at 30 frps using a codec based on the scalable extensized play-out time as the ratio of the actual time that a pegquires

(SVC) of the H.264 standard [8]. The content is encoded iatw f
SNR-scalable layers, with data rates of 455 kbps, 640 kbpg, 8
kbps, and 1212 kbps, respectively. The corresponding \qdedty

to fill up its play-out buffer initially and the minimum valugf this
guantity, as described above.

First, in Figure 2 we compare the difference in frame freaze d

of the layers is 36.5 dB, 37.8 dB, 39.1 dB, and 40.5 dB, respecration experienced by the peers when each of the two meskreons

tively, measured as the average luminance (Y) PSNR of thedec
video frames. The group of pictures (GOP) size of the conses
content is 30 frames, comprising the following frame typéera
IBBPBBP...,i.e., there are two B-frames between every tfraes

tion algorithms is used. Specifically, in Figure 2a we shoer ¢h-
mulative distribution functions (CDF) of the frame freeagration
for the three peer types in the case of random mesh constnuycti
while in Figure 2b we show the corresponding results for deemf

or P and | frames. The 300 frames of the encoded sequencerare caninimum delay mesh construction. It can be seen that by grimgo

catenated multiple times in order to create a 900 secondviatep
clip that is used afterwards in our simulations.

the latter algorithm both ethernet peers and cable peeeriexge
a significant reduction in frame freeze duration. For examnpbw

The P2P network in the experiments comprises 1000 peers, 080% of the cable peers experience frame freeze for not mare th

of which 5% are free-riders, while we distribute the restwot
categories: cable/dsl peers and ethernet peers, in therrdtb. The
upload bandwidth for ethernet and cable/ds| peers is 1060386
kbps, respectively, while the corresponding download tadith

5% of the time while the media presentation is playing atrteeds,
relative to around 10% of the time for the case of random mesh c
struction, as observed from the corresponding graphs inar€gy2b
and 2a, respectively. Similarly, when the minimum delayo&tgm

values for these two peer type categories are 1500 kbps ahd 7% used none of the ethernet peers experience frame freegerlo



Cumulative distribution of normalized play—out time for different mesh constructions
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than 2 - 3 % of the time, compared to the case of random mesh con-
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struction where 10% of these peers experience frame freettesi ot
range 5 - 9 % of the time. Note that in both cases (a) and (bpdhe o8y
formance of free-riders is quite degraded, which is in fastichble g
and is due to the send rate proportional uplink bandwidthrisa EZZ :
scheme from Section 3.3. ol ¢ |
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Fig. 4. CDF of normalized play-out time of a peer.

04t

CDF(X) = P(x< X)

CDF(X) = P(x< X)

5. CONCLUSIONS
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x: Playback freeze duration (%)

(b) Min Delay
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(a) Random We have proposed a mesh-pull based P2P streaming framework.
The framework comprises three major building blocks. (i)aver-
Fig. 22 Frame freeze duration (%) for different peer types and meslheay construction algorithm that creates peer neighboutbdbat ex-
construction algorithms. hibit similar latencies from the media server across theiner
nodes. (ii) An algorithm for requesting data from neightsotirat
o ) ) maximizes the video quality at the peer while taking intocast

The reduction in frame freeze duration when the Min Delay al-the popularity of the data units within the neighbourhooiii) A

gorithm is used should result into a corresponding impr@m@nin  technique for sharing the upload bandwidth of a sending theser
average video quality observed by the peers. This is confinith  effectively marginalizes the influence of free-riding iretaystem.
the graphs shown in Figure 3 that represent the distribatiafideo  Through experiments we examined the additional performame
quality for the different peer types in the case of (a) Rand@m  provement that the mesh construction procedure providativeto
(b) Min Delay. Here, video quality is measured as the aveMge 5 frequently employed scheme of selecting peer neighbduena
PSNR (dB) of the reconstructed video frames at each peenit ¢ gom. It is shown that significant reductions in frame-fretize and
be seen that the performances of ethernet peers and cabdehpse play-out delay can be achieved if peer neighbours are selatich

improved as their CDF graphs are somewhat shifted to thé ingh  that they share common latency distance relative to thénomigdia
Figure 3a relative to those in Figure 3a for Random mesh oomst  ggryer.

tion. Furthermore, the performance of free-riders in baikes is

quite degraded and is due to the same reason explained.earlie 6. REFERENCES
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Next, we study the differences in normalized play-out tire f
a peer between random and minimum delay mesh constructions.
Figure 4, we show the cumulative distribution functionstaf hor-
malized play-out time for a peer for each of the two mesh canst
tion algorithms. As expected, we can see from Figure 4 thanwh
our algorithm is employed the peers observe much shortgrqla
times which in turn improves their audio-visual experiendehe

media presentation. For example, for 90% of the peers thybatk
of the presentation can start no longer than twice the pptagtout
delay in the case of minimum delay mesh construction, coetpar
about six times the preset play-out delay for the same ptagerof
peers for random mesh construction.
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