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ABSTRACT

In this paper, we propose a novel area of research referred to as
singing information processing. To shape the concept of this area, we
first introduce singing understanding systems for synchronizing be-
tween vocal melody and corresponding lyrics, identifying the singer
name, evaluating singing skills, creating hyperlinks between phrases
in the lyrics of songs, and detecting breath sounds. We then intro-
ducemusic information retrieval systems based on similarity of vocal
melody timbre and vocal percussion, and singing synthesis systems.
Common signal processing techniques for modeling singing voices
that are used in these systems, such as techniques for extracting the
vocal melody from polyphonic music recordings and modeling the
lyrics by using phoneme HMMs for singing voices, are discussed.

Index Terms— Music, singing information processing, singing
voice modeling, vocal melody

1. INTRODUCTION

As research on music information processing [1, 2, 3], including re-
search on music information retrieval [4], has continued to rapidly
expand, research activities related to singing have also become more
vigorous. Such activities are attracting attention not only from a sci-
entific point of view, but also from the standpoint of industrial appli-
cations. Singing-related research is highly diverse, ranging from ba-
sic research on the features unique to singing to applied research such
as that on the synthesis of singing voices, lyrics recognition, singer
identification, retrieval of singing voices, and singing-skill evalua-
tion. In this paper, we refer to this broad range of singing-related
studies as singing information processing and introduce examples of
these studies with the focus on signal processing techniques for mod-
eling singing voices.

Singing possesses aspects of both speech and music, and there
are many unsolved research problems from the viewpoint of either
field. For example, singing voices generally fluctuate more than
speaking voices, and musical accompaniment, which is closely in-
terlinked with singing, is usually included at a relatively high vol-
ume. Because of these characteristics, the automatic recognition of
singing is the most difficult class of speech recognition from a tech-
nical point of view. In fact, the automatic recognition of lyrics in
vocals has not yet been fully achieved. Furthermore, from the view-
point of music recognition and understanding, large fluctuations and
variations in singing cause various difficulties compared to a simi-
lar analysis of musical instruments. Technically speaking, there are
many difficult and deeply interesting problems in this regard. Simi-
larly, in the research on singing synthesis, many problems still exist,
since, in addition to conveying content in the form of language as
in speaking, singing synthesis requires dynamic, complex, and ex-
pressive changes in the voice pitch, intensity, and timbre of singing.
In this way, the study of singing information processing is a genuine
frontier of science.

Moreover, while music is an important type of content from the
viewpoints of industry and culture, singing is the most important el-
ement of music. The results of singing-related research should there-
fore have a major impact on society. In fact, singing processing tech-

niques to correct pitch by signal processing is already being used on
a routine basis in the production of commercial music (popular mu-
sic, in particular). It has become an absolute necessity for correcting
pitch at points in a song where the singer is less than skillful and for
making corrections to achieve a desired effect. Song retrieval using
singing voices is becoming practical, and a service that can return
the name of a song in response to a melody that is sung or hummed
by the user can be easily used on a mobile phone or on the web. The
synthesis of singing voices has also been attracting attention in recent
years [5], and songs created using singing-synthesis technology are
now being posted in large numbers on video sharing services likes
Nico Nico Douga in Japan and YouTube [6, 7]. Even compact discs
featuring compilations of songs created using singing-synthesis tech-
nology are often sold in Japan. Other singing information processing
techniques are also being applied, for example, to a function for eval-
uating (scoring) a person’s singing in the karaoke industry. There are
a great number of people who listen to music with a focus on singing,
especially in the case of popular music, and we can expect a wide va-
riety of singing-related applications to appear in the future.

In this paper, we treat allmusic-related sounds uttered from a per-
son’smouth — whether they are generated by regular singing or even
by “vocal percussion” (mimicking drum sounds) — as “singing”. In
the following, we first describe this research field of singing informa-
tion processing by introducing several systems we have developed.
We then discuss the techniques used in our systems to model singing
voices.

2. SINGING INFORMATION PROCESSING SYSTEMS

Since the concept of singing information processing is broad and
still emerging, we could provide many examples of various types of
systems. The following subsections briefly explain nine singing in-
formation processing systems we have built. They are grouped into
three categories: systems for listening to singing voices, systems for
music information retrieval based on singing voices, and systems for
singing synthesis.

2.1. Systems for Listening to Singing Voices

The following systems deal with important aspects for listening to
or understanding singing voices, such as the lyrics of a song [8], the
singer [9], singing skill [10], identical lyric phrases, and breath [11].

2.1.1. LyricSynchronizer: Automatic synchronization of lyrics with
polyphonic music recordings

LyricSynchronizer (Figure 1) is a system that displays scrolling lyrics
with the phrase currently being sung highlighted during playback of
a song [12]. Because the lyrics are automatically synchronized with
the song, a user can easily follow the current playback position even
on a small screen. Moreover, a user can click on a word in the lyrics
shown on a screen to jump to and listen from that word.

Achieving this is difficult because most singing voices are ac-
companied by other musical instruments. It is therefore necessary
to focus on the vocal part in polyphonic sound mixtures by reduc-
ing the influence of accompaniment sounds. To do this, the system
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Fig. 1. LyricSynchronizer: Automatic synchronization of lyrics with
polyphonic music recordings [12].

first segregates the vocal melody from polyphonic sound mixtures,
detects vocal sections, and then applies the Viterbi alignment (forced
alignment) technique to those sections to locate each phoneme [12].

2.1.2. Singer ID: Singer identification for polyphonic music record-
ings

Our Singer ID system automatically identifies the name of the singer
who sang the input song in the form of polyphonic musical audio
signals [13]. Even if singer names for some songs are not available
as metadata, the system enables users to retrieve those songs based
on the singer names, for example. This is especially useful when
artist names in the metadata are not singer names.

Like LyricSynchronizer, this system also segregates the vocal
melody from polyphonic sound mixtures, and then selects frames that
are reliable enough for classification to improve the robustness [13].
After training a Gaussian mixture model (GMM) for each singer, the
identity of the singer is determined on the basis of likelihood.

2.1.3. MiruSinger: Singing skill visualization and training

MiruSinger (Figure 2) is a singing skill visualization system that an-
alyzes and visualizes vocal singing with reference to the vocal part
of a target song that a user wants to sing better [14]. As real-time
feedback, the system visualizes the characteristics of singing skills,
such as F0 (the fundamental frequency) and vibrato sections of the
user’s singing voice, showing comparison with the F0 trajectory of
the vocal part estimated in polyphonic sound mixtures.

Each vibrato is detected on the basis of our research on auto-
matic singing skill evaluation for unknown melodies, in which a sung
phrase can be categorized into good or poor classes by using a sup-
port vector machine (SVM) [15]. The vocal melody of the target
song is also estimated in polyphonic sound mixtures.

2.1.4. Hyperlinking Lyrics: Creating hyperlinks between phrases in
song lyrics

HyperlinkingLyrics is a system for creating a hyperlink from a phrase
in the lyrics of a song to the same phrase in the lyrics of another song
[16]. This can be used in various applications, such as song clustering
based on the meaning of the lyrics and a music playback interface that
will enable a user to browse and discover songs on the basis of lyrics.

Given a song database consisting of songs with their text lyrics
and songs without their text lyrics, the system first extracts appro-
priate keywords (phrases) from the text lyrics without using audio
signals. It then estimates the start and end times of these keywords
in audio signals by using hidden Markov models (HMMs) [16].

2.1.5. Breath Detection: Automatic detection of breath sounds in
unaccompanied singing voice

Our automatic breath detection system finds each breath sound in
unaccompanied solo singing [17]. Detected breath sounds can be

Fig. 2. MiruSinger: Singing skill visualization and training [14].

suppressed as noise, or can be used as valuable cues for applications
such as the segmentation and structural analysis of music and the
evaluation of the singer’s skill.

The system uses HMMs with MFCC, ΔMFCC, and Δpower
as acoustic features to detect breath sounds as variant time-length
events. We also did a detailed acoustic analysis of breath sounds
and found that the spectral envelopes of breath sounds remain simi-
lar within the same song, and their long-term average spectra have a
notable spectral peak at about 1.6 kHz for male singers and 1.7 kHz
for female singers [17].

2.2. Systems for Music Information Retrieval Based on Singing
Voices

Traditional approaches for building music information retrieval sys-
tems are to use bibliographic information, such as titles and artist
names. Because of the rapid and widespread diffusion of online
or portable music, there is a great demand for content-based mu-
sic information retrieval that can extract favorite songs from a large
amount of music [18]. VocalFinder is an example of a system using
such content-based retrieval based on singing voices. When retriev-
ing drum patterns by using voices, vocal percussion is a useful input
method [19].

2.2.1. VocalFinder: Music information retrieval based on singing
voice timbre

VocalFinder (Figure 3) is a music information retrieval system that
can search a database for songs that have similar vocal timbres [20].
Given a query song presented by a user, a list of songs with vocals
having similar voice timbre to the query song is shown. With this
system, we can find a song by using its musical content (i.e., vocal
timbre) in addition to traditional bibliographic information.

To achieve this, we developed a method for extracting feature
vectors that represent the characteristics of singing voices and cal-
culating the vocal-timbre similarity between two songs by using the
mutual information content of their feature vectors [20].

2.2.2. Voice Drummer: Music notation of drums using vocal per-
cussion input

Voice Drummer (Figure 4) is a percussion instrument notation sys-
tem that uses oral percussion patterns as input [21]. A user sings out
a drum pattern (beatboxing), which is analyzed and matched with
entries in a drum pattern database, based on onset timing patterns
and intended drum types (bass or snare drums). As real-time feed-
back, the system shows the graphical score of recognized (retrieved)
patterns. The user can also sing along to an existing musical piece
without drums so that its drum patterns can be arranged according to
the sung patterns.

The system uses onomatopoeia as internal representation of
drum sounds, and retrieves a sung drum pattern from the pattern data-
base by using HMMs. A pronunciation dictionary of onomatopoeic
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Fig. 3. VocalFinder: Music information retrieval based on singing
voice timbre [20].

expressions of bass and snare drums is obtained from expression ex-
periments [21].

2.3. Systems for Singing Synthesis

When synthesizing singing voices, most research approaches have
focused on text-to-singing (lyrics-to-singing) synthesis [22, 23]. In
the following, we introduce two systems based on two new ap-
proaches, speech-to-singing synthesis and singing-to-singing synthe-
sis.

2.3.1. SingBySpeaking: Speech-to-singing synthesis

SingBySpeaking1 is a speech-to-singing synthesis system that can
synthesize a converted singing voice when given a speaking voice
reading the lyrics of a song and its musical score [24].

The system is based on the speech manipulation system
STRAIGHT [25] and comprises three models controlling three
acoustic features unique to singing voices: the fundamental fre-
quency (F0), phoneme duration, and spectrum. Given the musical
score and its tempo, the F0 control model generates the natural F0
contour. The duration control model lengthens the duration of each
phoneme by considering the duration of its musical note. The spec-
tral control model controls both the singing formant and the ampli-
tude modulation of formants in synchronization with vibrato [24].

2.3.2. VocaListener: Singing-to-singing synthesis

VocaListener2 is a singing synthesis system that automatically es-
timates singing synthesis parameters (pitch and dynamics) of com-
mercial singing synthesizers by mimicking a user’s singing voice
[26]. Since a natural voice is provided by the user, the synthesized
singing voice mimicking it can be human-like and natural without
time-consuming manual adjustment. We call this approach singing-
to-singing synthesis.

The system repeatedly updates singing synthesis parameters so
that the synthesized singing can more closely mimic the user’s
singing. It supports a highly-accurate lyrics-to-singing synchroniza-
tion function. Given the user’s singing and the corresponding lyrics
without any score information, VocaListener synchronizes them au-
tomatically to determine each musical note that corresponds to a
phoneme of the lyrics. Moreover, the system has functions to help
modify the user’s singing by correcting off-pitch phrases or changing
vibrato [26].

3. TECHNIQUES FOR SINGING VOICE MODELING

Providing an important foundation for singing information process-
ing, several common techniques for modeling singing voices are used

1Examples of synthesized singing are available at
http://www.interspeech2007.org/Technical/synthesis of singing challenge.php.

2A demonstration video including examples of synthesized singing is
available at http://staff.aist.go.jp/t.nakano/VocaListener/.

Fig. 4. Voice Drummer: Music notation of drums using vocal per-
cussion input [21].

in our systems that were briefly described in Section 2. The follow-
ing subsections describe four key techniques.

3.1. Extracting Singing Voices in Polyphonic Music

Tomodel singing voices from polyphonic sound mixtures, the extrac-
tion of vocal melody is important. We therefore use a predominant-
F0 estimation method called PreFEst [27] to estimate F0 of the vocal
melody. The harmonic structure of the vocal melody is also extracted
and its corresponding audio signal of vocal melody is resynthesized
by sinusoidal synthesis. This technique is used by five systems deal-
ing with the polyphonic music input: LyricSynchronizer, Singer ID,
MiruSinger, Hyperlinking Lyrics, and VocalFinder. More advanced
techniques have also been developed [28, 29].

3.2. Modeling Lyrics

We use three different techniques to model the lyrics or phonemes in
five systems: LyricSynchronizer, Hyperlinking Lyrics, Voice Drum-
mer, SingBySpeaking, and VocaListener.

First, LyricSynchronizer and Hyperlinking Lyrics need to iden-
tify each phoneme of the lyrics or phrase in a polyphonic sound
mixture. By using PreFEst, they first extract the vocal melody and
then apply a vocal activity detection (VAD) technique using GMMs
to remove non-vocal sections. They then perform forced (Viterbi)
alignment between vocal vowels and a phoneme network of the
lyrics or phrase by using phoneme HMMs. VocaListener also uses
phoneme HMMs for the lyrics alignment. Using singing voices
where each phoneme is hand-labeled, these phoneme HMMs special-
ized for singing voices were developed by adapting phoneme HMMs
for speech recognition to singing voices [12] or training from scratch
[16, 26].

Second, SingBySpeaking needs to identify each phoneme of
the lyrics in monophonic speech voices. It therefore uses phoneme
HMMs for the lyrics alignment, but those HMMs need not be spe-
cialized for singing voices [24].

Third, Voice Drummer uses HMMs to identify a drum pattern
sung by a user, each of which corresponds to a different pattern in a
drum pattern database. Onomatopoeic expressions for bass and snare
drums are represented by HMMs [21].

3.3. Modeling Singer and Singing Voice Timbre

Two systems, Singer ID and VocalFinder, deal with singing voice
timbre estimated from polyphonic sound mixtures. By using
PreFEst, they extract the vocal melody to reduce the influence of ac-
companiment sounds, and then select frames that are reliable enough
for identification or similarity calculation. In Singer ID, GMMs with
LPC-derived mel cepstral coefficients (LPMCCs) are used to model
the voice timbre for each singer [13]. In VocalFinder, GMMs with
LPMCCs and ΔF0 are used to calculate similarity between every pair
of singers [20].
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The VAD technique mentioned in Section 3.2 can be considered
as the modeling of vocal (singing voice) timbre. It uses both vocal
and non-vocal GMMs, which are trained on feature vectors extracted
from vocal and non-vocal sections of training data, respectively [12,
13, 20].

3.4. Modeling F0

The F0 of singing voices is modeled for purposes of both generation
and analysis.

In SingBySpeaking, the F0 of the vocal melody is automatically
generated by using the F0 control model. The generated F0 contour
has two kinds of changes unique to singing: (a) global F0 changes
that correspond to musical notes and (b) local F0 changes that include
four types of F0 fluctuations: overshoot, vibrato, preparation, and
fine fluctuation [30].

In VocalFinder, ΔF0 is used as an element of feature vectors for
GMMs to model the dynamics of F0’s trajectory. A singing voice
tends to have temporal variations in its F0 and such temporal infor-
mation is expected to express the singer’s characteristics [20].

Vibrato is also detected by analyzing F0 to modify and improve
the mimicked singing during vibrato in VocaListener [26], or to vi-
sualize each vibrato for training in MiruSinger [14].

4. CONCLUSION

We have described our singing information processing systems and
the signal processing techniques behind those systems. Far from be-
ing a thing of the past, the era of singing-related research lives on.
Indeed, we expect research related to singing information process-
ing to progress rapidly in the years to come because every system
and technique still needs further research. A wide variety of research
problems not discussed in this paper remain to be solved. It will be-
come increasingly important that all kinds of knowledge surrounding
singing voices, such as psychology, physiology, and vocal pedagogy,
be considered in combination with signal processing, machine learn-
ing, interface techniques, and other key techniques.

As explained in the introduction, singing possesses aspects of
both speech and music. At present, the research fields of spoken
language information processing and music information processing,
while mutually influencing each other, do not have many points of
contact. Looking forward, we aim to establish a field that can be
called “audio information processing” in which speech and music
are processed in a comprehensive manner instead of being treated as
separate entities. Research on singing information processing is one
solid approach to that end — and it might hold the key to success in
this field. In the future, we believe that this research field will attract
the interest of even more people as it continues to develop.
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