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ABSTRACT

Sound source localization in three dimensions with micro-
phone arrays is an active field of research, applicable in
sound enhancement, source separation, sound field analysis
and teleconferencing systems. In this contribution we pro-
pose a method for three dimensional, multiple sound source
localization in reverberant environments employing a spa-
tially constrained steered response beamformer on the DOA
estimates of the intensity vector. The method enhances signif-
icantly previously proposed work by the authors which was
relying solely on intensity vector estimates. Experiments are
performed in both simulated and real acoustical environments
with a spherical microphone array, for multiple sound sources
under different reverberation and signal-to-noise ratio (SNR)
conditions. The performance of the proposed method is com-
pared with our previously proposed work and a subspace
method in the spherical harmonic domain which utilizes the
direct-path dominance test. The results demonstrate a signifi-
cant improvement in terms of localization accuracy.

Index Terms— direction of arrival, 3D, multiple sources,
spherical microphone array processing, sound intensity

1. INTRODUCTION

In direction of arrival (DOA) estimation a wide selection of
algorithms is available such as subspace [1], intensity-based
[2] and power spectrum methods [3], each of them with dif-
ferent level of complexity. The choice of the algorithm de-
pends on the requirements of the application; the tolerable
latency and the required accuracy. Subspace methods such as
multiple signal classification (MUSIC) can provide accurate
DOA estimates and have been extended in three dimensions
for spherical microphone arrays [4]. However, an exhaustive
search is required and therefore can be computationally ineffi-
cient for real-time applications. Further improvements in the
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MUSIC algorithm have been proposed using the direct-path
dominance test for highly reverberant environments [5].

Intensity-based methods utilize a pressure and a particle
velocity component to analyze the sound field. In practice the
pressure and particle velocity are estimated with an omnidi-
rectional and three dipole microphones respectively [6]. Due
to its tolerable latency, the intensity vector is an ideal candi-
date for real-time DOA estimation and has been previously
employed in time-frequency domain spatial sound process-
ing [7]. Its performance has been examined in reverberant
environments [8] and the formulation has been extended in
the spherical harmonic domain with the form of the pseudo
intensity vector [2,9] .

In this contribution, an improvement of the DOA esti-
mates using the intensity vector is proposed based on post-
processing the short-time estimates with spatially constrained
beamforming. We build upon our recent results for 3D DOA
estimation using single source zones (SZZs) and the sound
intensity vector [10] and demonstrate an improvement in ac-
curacy of DOA estimation. The paper is organized as fol-
lows. In Section 2 the background on spherical microphone
array processing is presented briefly. Section 3 describes the
proposed method of processing the DOA estimates with the
use of spherical-harmonic-domain regular beamformers. Sec-
tion 4 presents the experimental setup for evaluation and the
results using a simulated and a real microphone array in re-
verberant environments with the presence of multiple speech
sources. Section 5 presents our conclusions.

2. SPHERICAL ARRAY PROCESSING

An overview of the process of how to spatially encode the
microphone array sensor signals to a set of spherical har-
monic signals is presented. For an extended overview of
spherical microphone array decomposition and beamform-
ing, the reader is referred to [11-13]. Spatial encoding
refers to the process of approximating the spherical har-
monic signals, denoted as s;,, for order [ and degree m,
from microphone signals x, of a microphone array with
radius r, and microphone positions 0, = [0y, ¢4] for el-



evation 6 and azimuth ¢, where § € [—n/2,7/2] and
¢ € [—m,]. For a microphone array comprised by ¢ mi-
crophones, where the pressure is obtained at discrete points
(14, the spherical harmonic coefficients can be approximated
by sim(k, 1) ~ ZqQ:1 94(Qg)wq(k, 74, Q) Yy7, (€g), where
xq(k,r,Q,) are the separate microphone signals for fre-
quency k, Y;' (,) are the complex conjugate spherical
harmonics functions and g, (£2,) is selected so that it provides
an accurate approximation of the spherical Fourier trans-
form [14, 15]. The accuracy of this approximation depends
on how uniformly the microphones are distributed on the
surface of the sphere, the type of the array, the radius r, and
the frequency k [16]. The number of microphones @) defines
the highest order L of spherical harmonic signals that can
be obtained. For L' order of independent harmonics, the
number of microphones to reconstruct L harmonic signals is
Q > (L + 1)? [12]. For a uniform spherical arrangement of
microphones (g, = 47/Q), the equalized spherical harmonic
signals can be expressed in matrix form as

47 .
s, ~ =B 'Y (Q)%, (1
Q
where () denotes Hermitian transposition, x € C?*! are
the microphone array signals,

sL = [500,81-1, 510, - -aSLL—1,sLL]T c C(L+1)2><17 )
BL = dlag{[bo7 bl; bla bl, b2, ceey bL]} c C(L+1)2X(L+1)2(3)

and Y1 (Qq) € CQ*(L+D* g the matrix containing the
spherical harmonics up to order L for the () microphones
with Q¢ being the set containing their positions [14]. B;l
removes the effect of the microphone array [15].

3. PROPOSED METHOD

In this section we present the proposed method which com-
bines sound intensity vector estimates with spatially con-
strained beamforming in order to improve the DOA estima-
tion of multiple sound sources. We follow the framework
of our previously proposed work [10], which we will briefly
describe for completeness and clarity.

3.1. DOA estimation in single-source zones with intensity
vector estimates

The sound intensity vector points to the direction of sound en-
ergy flow, thus its estimation provides the DOA of the source
generating the energy flow as the vector pointing to the oppo-
site direction. The instantaneous active intensity vector can
be approximated in the time-frequency (TF) domain with n
being the time index as in [9]

where s, s, s, are averages of 15 order steered eigenbeams
with the negative phase towards the X, y and z-axis respec-
tively, calculated as

1
sa(k,n) = Y Vim(Qa)sim(k,n), o ={z,y,2}, ()

m=—1

where s1,,(k,n) is defined in Eq.(2) and , is (0,7),
(0, —7/2) and (—/2,0) for each axis.

In [10] we proposed the estimation of I(k,n) and conse-
quently of the DOA in TF points of SSZs, i.e., series of K
frequency-adjacent TF points where only one source domi-
nates. In this manner we avoid obscure areas of the TF spec-
trum where more than one sources are simultaneously active.
The SSZs are selected as those areas of the TF spectrum that
exhibit a mean correlation coefficient higher than a predefined
threshold. The correlation coefficient is defined as

Ri’j(K, n)

1,] Kvn = )
il m) VRii(K,n)- R;;(K,n)

(6)

where R;;j(K,n) = >, x|Xi(k,n)- X;(k,n)| is the
cross-correlation of the magnitude of the TF transform over
an analysis zone for any pair of signals (z;,z;). X;(k,n)
and X;(k,n) are the microphone signals of the i™ and the
4™ microphones respectively in the TF domain. Note that
z4(k,r, Q) in Section 2 is now expressed in the TF domain
as X,(k,n) for the ¢ microphone by omitting the (r,(2)
parameters.

3.2. From intensity vector estimates to spatially con-
strained beamforming

DOA estimation through sound intensity vector possesses low
computational complexity, since it can provide instantaneous
time-frequency estimates. However, by definition, the inten-
sity vector estimation exploits the spherical harmonic analysis
of the sound field up to the first order even though the avail-
able microphone array may provide higher orders for the anal-
ysis. On the other hand, DOA estimation relying on steered-
response beamforming, even though it can exhibit high ac-
curacy and exploits the full potential of the recording de-
vice, it suffers from high computational complexity due to
the exhaustive search of the 3D space. These two different
approaches motivated this work to propose a hybrid method-
ology that takes advantage of the simplicity of the intensity
vector estimation and the accuracy of beamforming in order
to lead to enhanced DOA estimation compared to [10].
Assume that, although —I(k,n) might not point exactly
to the DOA of a source, it will point towards the “neighbour-
hood” of a true source, i.e., it aims near the true direction. We
call this a coarse DOA estimation, Q. = [0., ¢.]. We could
then beamform around the area where —I(k,n) is pointing,
i.e., perform spatially constrained beamforming (SCB), and
thus obtain a refined DOA estimation. The beamforming is



—I(k,n

Fig. 1. The gradient purple spherical sector defines the beam-
forming area

performed over the spherical sector defined by —I(k, n) and
a vector of angle distance equal to 7, from —I(k, n) (see also
Fig.1). The DOA, Q; = [0, ¢y], is then estimated as the
index where the power of the SCB gets maximized, i.e.,

Qy = argmax|p(k, n, Q% ™
S

where (25 belongs to the set of points in the spherical sec-
tor to be scanned, and p(k,n,{);) is the beamformer’s out-
put for a regular beampattern steered at direction 25 [1] with
p(k, n, Q) given by

p(kan7QS) = YE(QS)S[w (8)

Once we have estimated all the refined DOAS in the SSZs we

form a 2D histogram from the set of estimations in a block of
N consecutive time frames. This constant size block slides
one frame each time. We process the 2D histogram as in [10]
in order to extract the final DOA estimates. We first smooth
the 2D histogram by applying a circularly symmetric Gaus-
sian window wa (0, @) of zero mean and standard deviation
(std) equal to o4, leading to

2 2
where w(f,¢) = ﬁeié% is the Gaussian win-
dow, y(0,¢) is the original 2D histogram and ys(6, ¢) is
the smoothed one. We then iteratively detect the highest
peak of the smoothed histogram y?(6, ¢), identify its in-

dex as the DOA of a source, (04, ¢,) = arg r%lzzsxyg(& o)

and remove its contribution from the histogram, J, =
ys(0,0) Owc(0—0,, p—¢g4) by applying a second Gaussian
window w¢ (6, ¢) of zero mean and std equal to o until we
reach the number G of sources. Thus the smoothed histogram
at each next iteration would be y9™1(6, ¢) = y9(0, ¢) — 4.
The core steps of our method are summarized as follows:
1. The encoding of the microphone signals to the spherical
harmonic domain.
2. The detection of all the SSZs.
3. The I(k,n) estimation leading to coarse DOA esti-
mates in the SSZs.
4. The SCB in neighborhoods of intensity-based DOA es-
timates for refined DOA estimation in the SSZs.

5. The generation and smoothing of the 2D histogram of
a block of refined DOA estimates.

6. The processing of the smoothed 2D histogram to ex-
tract the final 3D DOA estimates.

4. EVALUATION

The performance of the proposed method is investigated by
conducting extended simulations and real measurements in
reverberant environments. A rigid spherical microphone ar-
ray comprising 32 microphones is utilized, placed at the cen-
ter of the faces of a truncated icosahedron and radius equal
to ry = 4.2cm. For the simulations we used the spherical
microphone array room impulse response generator by Jarrett
et al [17] which is based on the image method of Allen and
Berkley [18] to simulate a room of 5.6 x 6.3 x 2.7 m3, hav-
ing the same dimensions as the room where we conducted the
real experiments. The spherical array was placed in the cen-
ter of the room, and the sound sources were placed 1 m away
from the center of the array. The sampling frequency was
equal to 48 kHz and the frame size, as well the FFT size, was
2048 samples. We applied 50% overlapping in time and K
was equal to 375 Hz for the detection of SSZs with the mean
correlation coefficient threshold set to 0.8. The angle for the
spatially constrained beamforming was set to 7, = 10° and
the windows used at the histogram processing had std equal to
oa = 5% and oc = 20°. The speed of sound was ¢ = 343 m/s
while the frequency range used was 500-3800 Hz to avoid
aliasing phenomena [19]. For the SCB, the spherical har-
monic order was L = 3. In each experiment the minimum
angular separation between the sound sources was 20°. The
sources had equal power and the SNR at each microphone
was estimated as the ratio of the power of each source sig-
nal to the power of the noise signal. The performance of the
proposed algorithm is demonstrated by the mean estimation
error (MEE) which measures the angular distance between a
unit vector pointing at the true DOA (v) and a unit vector
pointing at the estimated DOA (V) [9] over all sound sources
and frames of the source signals. The error is defined as

1 _ .
NeG Z Zcos 1 (vzgvng) , (10)
n g

MEE =

where cos™! (vzgffng) expresses the angular distance be-
tween the true DOA of the g*? active source in the n'" frame
and the estimated one. The association between the true and
the estimated DOA of a source is based on the permutation
that leads to the minimum error, given the permutations be-
tween the true DOAs and the estimated ones. N is the total
number of frames after subtracting N — 1 frames of the initial-
ization period and G is the number of active sources, assumed
to be known. In all the simulations speech files were used
of duration approximately 7 seconds, leading to Np = 282
frames. Any gaps or silent periods were removed. The block
size is equal to 1 second, i.e., N = 46 frames.
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Fig. 2. 2D histogram for six sound sources with the intensity vector (left), the corresponding pseudospectrum for the MUSIC
subspace method with direct-path dominance test (middle) and the 2D histogram for intensity vector + SCB (right).
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Fig. 3. MEE versus angular separation between 2 sound

sources for RTgg = 0.4 sec and various SNR conditions.

4.1. Results in a simulated environment

In our first set of simulations we investigate the performance
of our proposed method (denoted as “IVs+SCB”) for several
angular distances between two continuously active sources
for SNR={10,15,20}dB and RTgy = 0.4s in compari-
son with our previously proposed method of [10] (denoted
as “IVs”). We show the results in Fig.3. In all examined
cases, IVs+SCB exhibits better performance than the previ-
ous one for all SNR conditions and angular separations. In
our second set of simulations we compare the performance
of the proposed work with the MUSIC algorithm as imple-
mented in [5] and denoted as “DPD-MUSIC”. In Fig.2 the
2D histograms for the IVs and the IVs+SCB methods and
the pseudospectrum of the DPD-MUSIC are shown for a
case of 6 simultaneous speech sources in a simulated rever-
berant environment with RTsy = 0.6sec. The pink marks
denote the true position of the sources. The processing of
these representations of 2D estimates is based on one second
history for all three methods assuming a known number of
sources and follows the steps described in Section 3.2. Re-
sults in different acoustical conditions are shown in Fig. 4, for
scenarios involving one, three and six simultaneously active
speakers in highly reverberant conditions of RTgg = 0.6s
and SNR={10, 15,20} dB. DPD-MUSIC and IVs demon-
strate similar performance while IVs+SCB exhibits a clear
advantage especially for higher signal-to-noise ratios.

4.2. Results in a real environment

For the conduction of real experiments we recorded room im-
pulse responses using the EigenMike spherical microphone
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Fig. 4. MEE versus number of sources for RTgqg = 0.6 sec
and various SNR conditions.
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Fig. 5. MEE versus number of sources for real RIRs in a room

of RTgy = 0.3 sec and various SNR conditions (left) and its
simulated counterpart (right)

array in a reverberant room of the same dimensions and re-
verberation time as in the simulations. We show our results in
Fig. 5 at the left plot, while at the right one we plot a simulated
counterpart . Our proposed method shows high accuracy for
medium and higher SNR conditions even when six sources
are simultaneously active. For lower SNR conditions and as
the number of sources increases the performance degrades as
it was expected, following similar tendency between the sim-
ulated and real results.

5. CONCLUSION

We presented an enhancement to our previously proposed
method which significantly improves the accuracy of DOA
estimation of multiple sound sources in the 3D space. Our
enhanced method utilizes intensity vector estimates to trigger
beamforming in a spatially constrained sector, leading to an
efficient hybrid algorithm. The evaluation was conducted in



various simulated reverberation and SNR conditions and in
real conditions for various number of sources and the method
was compared to our previous approach and the state-of-the-
art, exhibiting superior performance.
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