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ABSTRACT

In this paper, a privacy protection method to prevent speaker identi-
fication from recorded speech is proposed and evaluated. Although
many techniques for preserving various private information included
in speech have been proposed, their impacts on human speech com-
munication in physical space are not taken into account. To over-
come this problem, this paper proposes privacy-preserving sound as
a privacy protection method. The privacy-preserving sound can de-
grade speaker verification performance without interfering with hu-
man speech communication in physical space. To make a first step
toward solving this problem, suitable sound characteristics for pre-
serving privacy are evaluated in terms of the speaker verification per-
formance and speech intelligibility. The experimental results show
that appropriate sound can efficiently degrade the speaker verifica-
tion performance without degrading speech intelligibility.

Index Terms— Speaker verification, privacy protection, speech
intelligibility

1. INTRODUCTION

With the popularization of portable devices with built-in micro-
phones, such as smartphones and tablets, and advances in spoken
language processing technologies, many attractive systems and ap-
plications that analyze speech and sound and provide services have
been developed, e.g., Google Now, Apple Siri, and Amazon Echo.
On the other hand, there is a problem of speech information being
recorded with portable devices and then shared on the Internet, e.g.,
social networking sites, without the person’s permission. Private
information, e.g., when and where a person was, is easily revealed
by analyzing recorded speech and accessing various information
added by portable devices, such as global positioning system (GPS)
data [1, 2]. Unauthorized information, e.g., social security numbers,
can potentially be revealed by comparing information on several
social networking sites. Furthermore, the privacy problem becomes
more serious if a person’s identity can be obtained from speech
information.

Speaker recognition, which is the process of automatically rec-
ognizing who is speaking on the basis of individual information in-
cluded in speech waveforms, has made very significant progress over
the past 50 years [3, 4, 5]. This technique enables the use of voices
to verify identities and control access to services such as telephone-
based banking. Several services using speaker recognition technolo-
gies have already been introduced into practical use, e.g., Barkleys
bank1. It is expected that speaker recognition technologies create
new services that make our daily lives more convenient and such

1https://wealth.barclays.com

services become popular in the future. The application of speaker
recognition techniques for crime, however, also makes it possible
to reveal important information by identifying a person from voice
characteristics because state-of-the-art automatic speaker recogni-
tion systems show higher recognition accuracy than human listen-
ers [6, 7]. Therefore, privacy protection techniques that can prevent
such identification from speech information are needed.

Recently, multimedia information such as images, video, audio,
and text can be easily posted online and shared through social net-
working services. At the same time, many privacy protection tech-
niques for such information have been proposed. For speech infor-
mation, Jin et al. proposed a speaker de-identification technique us-
ing voice transformation to prevent speaker identity disclosure [8, 9].
De-identification for multimedia information has been defined as the
process of concealing the identities of individuals captured in a given
set of information. To perform speaker de-identification, however,
this technique requires some processes after speech recording. Con-
sequently, if speech is recorded by someone else in physical space,
the technique cannot be applied to protect private information. To
overcome this problem, we propose “privacy-preserving sound” as
a privacy protection technique. The purpose of privacy-preserving
sound is to degrade the performance of automatic speaker verifica-
tion systems without any processes after recording. In addition, the
proposed technique is intended not to interfere with human speech
communication in physical space. Therefore, the proposed tech-
nique can protect a speaker’s identity without interfering with com-
munication by generating sound that has an insignificant effect on
speech intelligibility. To make a first step toward solving this prob-
lem, in this paper we investigate what kind of sound works well as
privacy-preserving sound, through speaker verification experiments
and objective evaluation of speech intelligibility. Experimental re-
sults show that appropriate sound can degrade speaker verification
performance without degrading speech intelligibility.

The rest of this paper is organized as follows. Sections 2 and
3 describe related work and the idea of privacy-preserving sound,
respectively. The experimental conditions and results are given in
Section 4. Concluding remarks and future work are presented in
Section 5.

2. RELATED WORK

As privacy issues for multimedia information become more acute,
the demand for privacy protection techniques is increasing. Speech
signals include both non-linguistic private information, such as a
speaker’s identity, and linguistic private information. A number of
privacy protection techniques have been proposed in the speech pro-
cessing area.



Jin et al. proposed a speaker de-identification technique using
voice transformation to prevent speaker identity disclosure [8, 9].
The proposed technique allows a speaker’s voice to be de-identified
in the sense that it still sounds natural and intelligible but does not
reveal the speaker’s identity. Therefore, this technique enables trans-
mission of the content of a user’s spoken requests while success-
fully protecting his identity. Parthasarathi et al. proposed a privacy-
preserving audio representation to protect linguistic private informa-
tion [10, 11]. The proposed representation includes a speaker’s indi-
vidual information but low linguistic information. Therefore, private
information such as the lexical contents included in the original au-
dio files can be protected by storing audio files with the proposed
representation instead. In [12], Yamamoto et al. proposed tech-
niques for protecting individuality in speech signals and linguistic
private information included in speech recognition results. Addi-
tionally, they proposed a technique for eliminating the speech from
audio files. Since the above techniques can protect private infor-
mation but require post-processing of recorded speech, they are not
appropriate for a situation in which speech is recorded by someone
else in physical space and posted online without permission.

A sound masking method that is a sound addition approach
for eliminating unwanted speech sound was proposed as another
privacy-preserving technique [13, 14]. This technique is developed
to protect linguistic private information in physical space. It can
thus be used to protect information contained in private conversa-
tions in open areas, such as banks, pharmacies, medical examination
rooms, and offices. Although this technique does not require post-
processing, sound environment and speech intelligibility for people
in the area may be affected because this technique need to generate
and add sounds that can eliminate unwanted speech sound. There-
fore, this sound masking method need to be used at appropriate
situation and setting.

3. PRIVACY-PRESERVING SOUND

The state-of-the-art automatic speaker recognition systems show
higher recognition accuracy than human listeners [6, 7]. In addition,
there is a problem that multimedia information is recorded by some-
one else in physical space and shared on social networking services
without permission. If automatic speaker recognition systems is
used for crime, important privacy information will be revealed by
identifying a person from voice characteristics and serious privacy
problems will be enormously increased. Therefore, in this work, we
investigate privacy protection techniques that can prevent speaker
identification using automatic speaker verification systems.

Some privacy protection techniques which are previously pro-
posed can be utilized to protect speaker identity, e.g., speaker de-
identification techniques using voice transformation [8, 9] and elim-
ination of detected speech region [12]. However, it is difficult to
apply these techniques for protecting speaker identities in a situation
in which speech is recorded by someone else because they require
some processes after recording. There are some protection meth-
ods that can be used even if speech information is recorded uninten-
tionally, e.g., a noise generation to create low signal-to-noise ratio
(SNR) environments and voice transformation using real-time voice
changers. The performance of automatic speaker verification sys-
tems can be degraded by adding noise to speech or drastically chang-
ing voice characteristics. However, people cannot talk comfortably
in a low SNR environment due to the degradation of speech intelligi-
bility, and they cannot communicate naturally if people’s voice char-
acteristics are changed from their original characteristics. In other
words, these techniques for preventing speech identification degrade

Fig. 1. Overview of privacy-preserving sound

the quality of human speech communication.
To overcome these problem, we propose “privacy-preserving

sound” as a privacy protection technique that can protect a speaker’s
identity without interfering with human speech communication even
if speech is recorded by someone else in physical space. Figure 1
shows an overview of privacy-preserving sound. The purpose of
privacy-preserving sound is to degrade the performance of automatic
speaker verification systems. In addition, the proposed technique
is intended not to interfere with human speech communication.
Therefore, by generating a sound that has the property of not affect-
ing speech intelligibility and adding it conversational speech, the
proposed method degrade speaker verification performance with-
out interfering with human speech communication. It is expected
that sound characteristics, such as SNR, frequencies, and spectral
envelopes, show different impacts on speaker verification systems
and speech intelligibility. By taking account of such difference, we
investigate what kind of sound can be used as privacy-preserving
sound.

The proposed method is based on a sound adding approach as
like sound masking methods [13, 14]. Table 1 shows properties of
privacy-preserving sound and sound masking. As shown in Table 1,
the private information preserved by them and target of the sound
are different. In standard sound masking methods, the target pri-
vate information is linguistic information contained in private con-
versations in open areas. On the other hand, the proposed privacy-
preserving sound is used to prevent speaker identity revelation with
automatic speaker verification systems. Therefore, different sound
properties are needed for these methods and impacts of these meth-
ods on speech communication in physical space are different. The
proposed method can be used to protect private information in var-
ious situations because the sound that does not affect speech intel-
ligibility significantly but has strong impacts on the performance of
automatic speaker verification systems is generated for privacy pro-
tection.

4. EXPERIMENTS

The goal of our study is to protect privacy by preventing speaker
identification with automatic speaker verification systems, without
interfering with human speech communication in physical space.
To make a first step toward developing privacy-preserving sound,
we conducted speaker verification experiments and objective evalua-
tion of speech intelligibility to investigate what kind of sound would
work well. In these experiments, various sounds based on white
noise were added to test data. In particular, we focused on the SNR
and frequency of sound, and investigated their impact on speaker
verification performance and speech intelligibility.



Table 1. Property of proposed privacy-preserving sound and conventional sound masking.
Privacy-preserving sound Sound masking

Private information preserved
by the sound

Speaker identity information included in
recorded speech

Linguistic information contained in conversa-
tions

Target of the sound Automatic speaker verification systems using
recorded speech

People in the area where the user is
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Fig. 2. Equal error rate (EER) and short-time objective intelligibility
(STOI) with addition of white noise

4.1. Experimental conditions

The TIMIT speech database [15] was used in these experiments.
Speech signals were sampled at 16 kHz and windowed at a 5-ms
frame rate with a 25-ms window. The input feature was a 60-
dimensional mel-frequency cepstrum coefficient (MFCC) vector,
consisting of 19 MFCCs, 19 delta MFCCs, 19 delta-delta MFCCs,
Energy, delta Energy, and delta-delta Energy. High-energy frames
were retained and normalized so that the distribution of each cepstral
coefficient had a mean of 0 and variance of 1 for a given utterance.
A speaker verification system based on a Gaussian mixture model /
universal background model (GMM-UBM) method was constructed
by using the ALIZE 3.0 toolkit [16]. A 256-distribution UBM with a
diagonal co-variance matrix was trained on 4620 utterances uttered
by 326 male and 136 female speakers. Speaker-dependent GMMs
were then estimated from the UBM by the maximum a posteriori
(MAP) criterion. Speech data uttered by 112 male and 56 female
speakers was used for estimating the speaker-dependent GMMs.
The number of test utterances was 336.

The equal error rate (EER) was used as an objective measure
to evaluate speaker verification performance, and the short-time ob-
jective intelligibility (STOI) was used as an objective measure to
evaluate human speech intelligibility [17, 18]. The STOI outputs a
score from 0 to 1, which correlates with intelligibility, i.e., a large
score represents high intelligibility and a small score represents low
intelligibility, by comparing natural speech with test speech.

4.2. Impact of the SNR on the EER and STOI

To analyze the impact of the SNR on the EER and STOI, white noise
was added to the test speech so that the SNR for each utterance be-
came 10 and 0 dB. The EER and STOI were then evaluated with the
test speech, as shown in Figure 2. The results show that the EER
increased with decreasing SNR. Therefore, a speaker’s identity can
be protected by creating a low SNR environment. The STOI, how-

Table 2. Band-pass filters used in the experiments
Bandwidth Frequency ranges
1 kHz 0–1, 1–2, 2–3, 3–4, 4–5, 5–6, 6–7, 7–8 kHz
2 kHz 0–2, 1–3, 2–4, 3–5, 4–6, 5–7, 6–8 kHz
3 kHz 0–3, 1–4, 2–5, 3–6, 4–7, 5–8 kHz
4 kHz 0–4, 1–5, 2–6, 3–7, 4–8 kHz
5 kHz 0–5, 1–6, 2–7, 3–8 kHz
6 kHz 0–6, 1–7, 2–8 kHz
7 kHz 0–7, 1–8 kHz

ever, decreased with the SNR, meaning that speech intelligibility is
largely degraded when noise is added to generate a low SNR. From
these results, it is clear that the SNR reduction from white noise
strongly impacts the EER and STOI, and that such noise would not
work well as the desired privacy-preserving sound.

4.3. Impact of frequency on the EER and STOI

To analyze the impact of frequency on the EER and STOI, noise
was applied using band-pass filters, which passe frequencies within
a certain range and reject frequencies outside that range. Table 2
lists the conditions of the band-pass filters used in these experiments.
Standard white noise and 35 different varieties of band-pass filtered
white noise were added to the test data. In these experiments, the
noise was added so that the SNR became 10 dB.

Figures 3 and 4 shows the results for the EER and STOI, respec-
tively, for all the different sets of test data. Under 1-kHz bandwidth
condition, Fig. 3 shows that the noise applied with 5–6 kHz band-
pass filter gave the highest EER. Comparing the noise applied with
filters passing 5 kHz, the noise applied with the 1–6 kHz band-pass
filter gave the highest EER. Under each bandwidth condition, the
EER was low with low-frequency noise, but high when the noise in-
cluded the 5–6 kHz range. These results indicate that the frequency
of noise strongly affects the EER, with the 5–6 kHz range having the
strongest impact. Additionally, there was a trend that noise applied
with a wide band-pass filter gave a high EER, and the 1–6 kHz filter
gave the highest EER among all conditions, including standard white
noise. Consequently, if an appropriate band-pass filter is chosen and
sounds is created with the filter, the speaker verification performance
can be efficiently degraded.

From Fig. 4, it can be seen that noise applied with the lower-
frequency band-pass filters gave smaller STOI under all bandwidth
conditions. This result corresponds to the fact that important pho-
netic information in speech is contained in low frequency. On the
other hand, the difference in STOI across the range of band-pass fil-
ters was small. That is, the frequency of noise has a stronger affect
on speech intelligibility than does the range of frequencies.

Comparing the results for the EER and STOI shown in Figs. 3
and 4, respectively, we can see that the sounds having the strongest
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Fig. 3. EER with band-pass filtered noise (SNR: 10 dB)
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Fig. 4. STOI with band-pass filtered noise (SNR: 10 dB)

Table 3. Three best EER results achieving STOI larger than 0.914
(SNR: 10 dB). The EER and STOI for standard whit noise were
17.26% and 0.914.

1–6 kHz 1–7 kHz 2–6 kHz
EER 22.62 21.73 21.13
STOI 0.926 0.934 0.942

impacts on the EER and STOI were different. By taking account of
the difference, sound that degrades speaker verification performance
without degrading human speech intelligibility can be created. Ta-
ble 3 lists the three best EER results with STOI larger than 0.914.
These cases all achieved higher intelligibility than did the case with
standard white noise. At the same time, the results for the EER were
degraded from the result for standard white noise. Therefore, noise
with these characteristics can efficiently degrade speaker verification
performance while maintaining human speech intelligibility.

4.4. Comparison of speakers

To compare the effect of noises for each speaker, the EER for each
speaker was evaluated. In this experiment, the 1–6 kHz band-pass
filtered noise was added to test data and the threshold for verifica-
tion was tuned for each speaker. The resulted EERs were widely
distributed, 0.0–61.1%. This result indicates that the impact on the
speaker verification performance is strongly depend on the speaker.
Therefore, in future, sound considering voice characteristics of en-
rolment speakers is required to protect identities of all speakers.

5. CONCLUSIONS

This paper has proposed privacy-preserving sound that can degrade
the performance of automatic speaker verification systems without
interfering with speech communication. The goal of our study is
to prevent speaker identification from recorded speech by generat-
ing privacy-preserving sound in physical space. To make a first step
toward solving this problem, we investigated what kind of sound
would work well as privacy-preserving sound, through speaker ver-
ification experiments and objective evaluation of speech intelligi-
bility. The experimental results show that appropriate sound can
degrade speaker verification performance without degrading speech
intelligibility. However, the degradation of speaker verification per-
formance is not enough to protect private information and the sound
still affect speech intelligibility. Consequently, the further improve-
ment is necessary.

Future work will include experiments with speech database col-
lected in a noisy environment, like that of the Speaker Recognition
Evaluation (SRE) series conducted by the National Institute of Stan-
dards and Technology (NIST). Subjective evaluation will be also
conducted in a real environment. In addition, we will investigate
privacy-preserving sound considering voice characteristics of enrol-
ment speakers.
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[7] R.G. Hautamäki, T. Kinnunen, V. Hautamäki, and A.M.
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