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ABSTRACT

Speech-related Brain Computer Interfaces (BCI) aim primar-
ily at finding an alternative vocal communication pathway for
people with speaking disabilities. As a step towards full de-
coding of imagined speech from active thoughts, we present a
BCI system for subject-independent classification of phono-
logical categories exploiting a novel deep learning based
hierarchical feature extraction scheme. To better capture
the complex representation of high-dimensional electroen-
cephalography (EEG) data, we compute the joint variability
of EEG electrodes into a channel cross-covariance matrix. We
then extract the spatio-temporal information encoded within
the matrix using a mixed deep neural network strategy. Our
model framework is composed of a convolutional neural net-
work (CNN), a long-short term network (LSTM), and a deep
autoencoder. We train the individual networks hierarchically,
feeding their combined outputs in a final gradient boosting
classification step. Our best models achieve an average accu-
racy of 77.9% across five different binary classification tasks,
providing a significant 22.5% improvement over previous
methods. As we also show visually, our work demonstrates
that the speech imagery EEG possesses significant discrimi-
native information about the intended articulatory movements
responsible for natural speech synthesis.

Index Terms— Speech-related Brain Computer Inter-
faces (BCI), phonological categorization, speech imagery
Electroencephalogram (EEG), CNN, RNN.

1. INTRODUCTION

Decoding intended speech or motor activity from brain sig-
nals is one of the major research areas in Brain Computer In-
terface (BCI) systems [1,2]. In particular, speech-related BCI
technologies attempt to provide effective vocal communica-
tion strategies for controlling external devices through speech
commands interpreted from brain signals [3]. Not only do
they provide neuro-prosthetic help for people with speak-
ing disabilities and neuro-muscular disorders like locked-in-
syndrome, nasopharyngeal cancer, and amytotropic lateral
sclerosis (ALS), but also equip people with a better medium
to communicate and express thoughts, thereby improving the
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Fig. 1. Overview of the proposed approach

quality of rehabilitation and clinical neurology [4, 5]. Such
devices also have applications in entertainment, preventive
treatments, personal communication, games, etc. Further-
more, BCI technologies can be utilized in silent communica-
tion, as in noisy environments, or situations where any sort of
audio-visual communication is infeasible.

Among the various brain activity-monitoring modalities
in BCI, electroencephalography (EEG) [6, 7] has demon-
strated promising potential to differentiate between various
brain activities through measurement of related electric fields.
EEG is non-invasive, portable, low cost, and provides satis-
factory temporal resolution. This makes EEG suitable to
realize BCI systems. EEG data, however, is challenging:
these data are high dimensional, have poor SNR, and suffer
from low spatial resolution and a multitude of artifacts. For
these reasons, it is not particularly obvious how to decode the
desired information from raw EEG signals.

Although the area of BCI based speech intent recognition
has received increasing attention among the research com-
munity in the past few years, most research has focused on
classification of individual speech categories in terms of dis-
crete vowels, phonemes and words [8–16]. This includes cat-
egorization of imagined EEG signal into binary vowel cate-
gories like /a/, /u/ and rest [8–10]; binary syllable classes like
/ba/ and /ku/ [2,11–13]; a handful of control words like ’up’,
’down’, ’left’, ’right’ and ’select’ [16] or others like ’water’,
’help’, ’thanks’, ’food’, ’stop’ [14], Chinese characters [15],
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Fig. 2. Cross covariance Matrices : Rows correspond to two
different subjects; Columns (from left to right) correspond to
sample examples for bilabial, nasal, vowel, /uw/, and /iy/.

etc. Such works mostly involve traditional signal processing
or manual feature handcrafting along with linear classifiers
(e.g., SVMs). In our recent work [17], we introduced deep
learning models for classification of vowels and words that
achieved 23.45% improvement of accuracy over the baseline.

Production of articulatory speech is an extremely com-
plicated process, thereby rendering understanding of the dis-
criminative EEG manifold corresponding to imagined speech
highly challenging. As a result, most of the existing ap-
proaches failed to achieve satisfactory accuracy on decoding
speech tokens from the speech imagery EEG data. Perhaps,
for these reasons, very little work has been devoted to relat-
ing the brain signals to the underlying articulation. The few
exceptions include [18, 19]. In [18], Zhao et al. used man-
ually handcrafted features from EEG data, combined with
speech audio and facial features to achieve classification of
the phonological categories varying based on the articulatory
steps. However, the imagined speech classification accuracy
based on EEG data alone, as reported in [18, 19], are not
satisfactory in terms of accuracy and reliability. We now turn
to describing our proposed models.

2. PROPOSED FRAMEWORK

Cognitive learning process underlying articulatory speech
production involves incorporation of intermediate feedback
loops and utilization of past information stored in the form of
memory as well as hierarchical combination of several feature
extractors. To this end, we develop our mixed neural network
architecture composed of three supervised and a single unsu-
pervised learning step, discussed in the next subsections and
shown in Fig. 1. We formulate the problem of categorizing
EEG data based on speech imagery as a non-linear mapping f̂
of a multivariate time-series input sequence Xct to fixed output
y, i.e, mathematically f̂ : Xct −→ y, where c and t denote
the EEG channels and time instants respectively.

2.1. Preprocessing step

We follow similar pre-processing steps on raw EEG data as
reported in [18] (ocular artifact removal using blind source

separation, bandpass filtering and subtracting mean value
from each channel) except that we do not perform Laplacian
filtering step since such high-pass filtering may decrease in-
formation content from the signals in the selected bandwidth.

2.2. Joint variability of electrodes

Multichannel EEG data is high dimensional multivariate time
series data whose dimensionality depends on the number of
electrodes. It is a major hurdle to optimally encode infor-
mation from these EEG data into lower dimensional space.
In fact, our investigation based on a development set (as we
explain later) showed that well-known deep neural networks
(e.g., fully connected networks such as convolutional neural
networks, recurrent neural networks and autoencoders) fail
to individually learn such complex feature representations
from single-trial EEG data. Besides, we found that instead
of using the raw multi-channel high-dimensional EEG re-
quiring large training times and resource requirements, it is
advantageous to first reduce its dimensionality by capturing
the information transfer among the electrodes. Instead of
the conventional approach of selecting a handful of chan-
nels as [18, 19], we address this by computing the channel
cross-covariance, resulting in positive, semi-definite matrices
encoding the connectivity of the electrodes. We define chan-
nel cross-covariance (CCV) between any two electrodes c1
and c2 as: Cov(Xc1

t , X
c2
t+τ ) = E[Xc1(t)−µXc1 (t)][Xc2(t+

τ) − µXc2 (t + τ)]. Next, we reject the channels which have
significantly lower cross-covariance than auto-covariance
values (where auto-covariance implies CCV on same elec-
trode). We found this measure to be essential as the higher
cognitive processes underlying speech planning and synthe-
sis involve frequent information exchange between different
parts of the brain. Hence, such matrices often contain more
discriminative features and hidden information than mere
raw signals. This is essentially different than our previous
work [17] where we extract per-channel 1-D covariance in-
formation and feed it to the networks. We present our sample
2-D EEG cross-covariance matrices (of two individuals) in
Fig. 2.

2.3. CNN & LSTM

In order to decode spatial connections between the electrodes
from the channel covariance matrix, we use a CNN [20], in
particular a four-layered 2D CNN stacking two convolutional
and two fully connected hidden layers. The kth feature map
at a given CNN layer with input x, weight matrix W k and
bias bk is obtained as: hk = ReLU(W k ∗ x + bk). At this
first level of hierarchy, the network is trained with the corre-
sponding labels as target outputs, optimizing a cross-entropy
cost function. In parallel, we apply a four-layered recurrent
neural network on the channel covariance matrices to explore
the hidden temporal features of the electrodes. Namely, we



Table 1. Selected parameter sets
Parameters CNN LSTM DAE
Batch size 64 64 64
Epochs 50 50 200
Total layers 6 6 7
Hidden layers’
details

Conv:32,64
masks:3x3
Dense: 64,128

LSTM: 128,256
Dense: 512,1024

512,128,32
(Encoder)
32,128,512
(Decoder)

Activations ReLU, last-layer :
softmax

all ReLU, last-
layer : softmax

ReLU, ReLU,
sigm, sigm,
ReLU, tanh

Dropout .25, .50 .25, .50 .25, .25, .25
Optimizer Adam Adam Adam
Loss Binary cross en-

tropy
Binary cross en-
tropy

Mean Sq Error

l-rate .001 .001 .001

Fig. 3. tSNE feature visualization for ±nasal (left) and V/C
classification (right). Red and green colours indicate the dis-
tribution of two different types of features

exploit an LSTM [21] consisting of two fully connected hid-
den layers, stacked with two LSTM layers and trained in a
similar manner as CNN.

2.4. Deep autoencoder for spatio-temporal information

As we found the individually-trained parallel networks (CNN
and LSTM) to be useful (see Table 2), we suspected the com-
bination of these two networks could provide a more pow-
erful discriminative spatial and temporal representation of the
data than each independent network. As such, we concatenate
the last fully-connected layer from the CNN with its counter-
part in the LSTM to compose a single feature vector based on
these two penultimate layers. Ultimately, this forms a joint
spatio-temporal encoding of the cross-covariance matrix.

In order to further reduce the dimensionality of the spatio-
temporal encodings and cancel background noise effects [22],
we train an unsupervised deep autoenoder (DAE) on the fused
heterogeneous features produced by the combined CNN and
LSTM information. The DAE forms our second level of hi-
erarchy, with 3 encoding and 3 decoding layers, and mean
squared error (MSE) as the cost function.

2.5. Classification with Extreme Gradient Boost

At the third level of hierarchy, the discrete latent vector rep-
resentation of the deep autoencoder is fed into an Extreme
Gradient Boost based classification layer [23, 24] motivated
by [22]. It is a regularized gradient boosted decision tree
that performs well on structured problems. Since our EEG-
phonological pairwise classification has an internal structure
involving individual phonemes and words, it seems to be a
reasonable choice of classifier. The classifier receives its in-
put from the latent vectors of the deep autoencoder and is
trained in a supervised manner to output the final predicted
classes corresponding to the speech imagery.

3. EXPERIMENTS AND RESULTS

3.1. Dataset

We evaluate our model on a publicly available dataset, KARA
ONE [18], composed of multimodal data for stimulus-based,
imagined and articulated speech state corresponding to 7
phonemic/syllabic ( /iy/, /piy/, /tiy/, /diy/, /uw/, /m/, /n/ )
as well as 4 words(pat, pot, knew and gnaw). The dataset
consists of 14 participants, with each prompt presented 11
times to each individual. Since our intention is to classify
the phonological categories from human thoughts, we discard
the facial and audio information and only consider the EEG
data corresponding to imagined speech. It is noteworthy that
given the mixed nature of EEG signals, it is reportedly chal-
lenging to attain a pairwise EEG-phoneme mapping [19]. In
order to explore the problem space, we thus specifically target
five binary classification problems addressed in [18, 19], i.e
presence/absence of consonants, phonemic nasal, bilabial,
high-front vowels and high-back vowels.

3.2. Training and hyperparameter selection

We performed two sets of experiments with the single-trial
EEG data. In PHASE-ONE, our goals was to identify the
best architectures and hyperparameters for our networks with
a reasonable number of runs. For PHASE-ONE, we randomly
shuffled and divided the data (1913 signals from 14 individu-
als) into train (80%), development (10%) and test sets (10%).
In PHASE-TWO, in order to perform a fair comparison with
the previous methods reported on the same dataset, we per-
form a leave-one-subject out cross-validation experiment us-
ing the best settings we learn from PHASE-ONE.

The architectural parameters and hyperparameters listed
in Table 1 were selected through an exhaustive grid-search
based on the validation set of PHASE-ONE. We conducted a
series of empirical studies starting from single hidden-layered
networks for each of the blocks and, based on the validation
accuracy, we increased the depth of each given network and
selected the optimal parametric set from all possible combina-
tions of parameters. For the gradient boosting classification,



Table 2. Results in accuracy on 10% test data in the first study
Method ± Bilab ± Nasal C/V ± /uw/ ± /iy/
LSTM 46.07 45.31 45.83 48.44 46.88
CNN 59.16 57.20 67.88 69.56 68.60
CNN+LSTM 62.03 60.89 70.04 72.76 63.75
Our Mixed 78.65 74.57 87.96 83.25 77.30

we fixed the maximum depth at 10, number of estimators at
5000, learning rate at 0.1, regularization coefficient at 0.3,
subsample ratio at 0.8, and column-sample/iteration at 0.4.
We did not find any notable change of accuracy while varying
other hyperparameters while training gradient boost classifier.

3.3. Performance analysis and discussion

To demonstrate the significance of the hierarchical CNN-
LSTM-DAE method, we conducted separate experiments
with the individual networks in PHASE-ONE of experiments
and summarized the results in Table 2 From the average ac-
curacy scores, we observe that the mixed network performs
much better than individual blocks which is in agreement
with the findings in [22]. A detailed analysis on repeated runs
further shows that in most of the cases, LSTM alone does
not perform better than chance. CNN, on the other hand, is
heavily biased towards the class label which sees more train-
ing data corresponding to it. Though the situation improves
with combined CNN-LSTM, our analysis clearly shows the
necessity of a better encoding scheme to utilize the combined
features rather than mere concatenation of the penultimate
features of both networks.

The very fact that our combined network improves the
classification accuracy by a mean margin of 14.45% than
the CNN-LSTM network indeed reveals that the autoencoder
contributes towards filtering out the unrelated and noisy fea-
tures from the concatenated penultimate feature set. It also
proves that the combined supervised and unsupervised neural
networks, trained hierarchically, can learn the discriminative
manifold better than the individual networks and it is cru-
cial for improving the classification accuracy. In addition to
accuracy, we also provide the kappa coefficients [25] of our
method in Fig. 4. Here, a higher mean kappa value corre-
sponding to a task implies that the network is able to find
better discriminative information from the EEG data beyond
random decisions. The maximum above-chance accuracy
(75.92%) is recorded for presence/absence of the vowel task
and the minimum (49.14%) is recorded for the ±nasal.

To further investigate the feature representation achieved
by our model, we plot T-distributed Stochastic Neighbor Em-
bedding (tSNE) corresponding to±nasal and V/C classifica-
tion tasks in Fig. 3 . We particularly select these two tasks as
our model exhibits respectively minimum and maximum per-
formance for these two. The tSNE visualization reveals that
the second set of features are more easily separable than the
first one, thereby giving a rationale for our performance.

Fig. 4. Kappa coefficient values for above-chance accuracy
based on Table 2

Table 3. Comparison of classification accuracy
± Bilabial ± Nasal C/V ± /uw/ ± /iy/

[18] 56.64 63.5 18.08 79.16 59.6
[19] 53 47 25 74 53
Ours 75.55 73.45 85.23 81.99 73.30

Next, we provide performance comparison of the pro-
posed approach with the baseline methods for PHASE-TWO
of our study (cross-validation experiment) in Table 3. Since
the model encounters the unseen data of a new subject for
testing, and given the high inter-subject variability of the
EEG data, a reduction in the accuracy was expected. How-
ever, our network still managed to achieve an improvement
of 18.91, 9.95, 67.15, 2.83 and 13.70 % over [18]. Besides,
our best model shows more reliability compared to previous
works: The standard deviation of our model’s classification
accuracy across all the tasks is reduced from 22.59% [18] and
17.52% [19] to a mere 5.41%.

4. CONCLUSION AND FUTURE DIRECTION

In an attempt to move a step towards understanding the
speech information encoded in brain signals, we developed
a novel mixed deep neural network scheme for a number of
binary classification tasks from speech imagery EEG data.
Unlike previous approaches which mostly deal with subject-
dependent classification of EEG into discrete vowel or word
labels, this work investigates a subject-invariant mapping of
EEG data with different phonological categories, varying
widely in terms of underlying articulator motions (eg: in-
volvement or non-involvement of lips and velum, variation of
tongue movements etc). Our model takes an advantage of fea-
ture extraction capability of CNN, LSTM as well as the deep
learning benefit of deep autoencoders. We took [18,19] as the
baseline works investigating the same problem and compared
our performance with theirs. Our proposed method highly
outperforms the existing methods across all the five binary
classification tasks by a large average margin of 22.51%.
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Garcı́a, Carlos A Reyes-Garcı́a, and Luis Villaseñor-
Pineda, “Sonification and textification: Proposing meth-
ods for classifying unspoken words from eeg signals,”
Biomedical Signal Processing and Control, vol. 37, pp.
82–91, 2017.

[17] Pramit Saha and Sidney Fels, “Hierarchical deep fea-
ture learning for decoding imagined speech from eeg,”
to appear in AAAI, 2019. 2 pg abstract.

[18] Shunan Zhao and Frank Rudzicz, “Classifying phono-
logical categories in imagined and articulated speech,”
in ICASSP, 2015. IEEE, 2015, pp. 992–996.

[19] Pengfei Sun and Jun Qin, “Neural networks based eeg-
speech models,” arXiv:1612.05369, 2016.

[20] Yann LeCun et al., “Generalization and network design
strategies,” Connectionism in perspective, pp. 143–155,
1989.

[21] Sepp Hochreiter and Jürgen Schmidhuber, “Long short-
term memory,” Neural computation, vol. 9, no. 8, pp.
1735–1780, 1997.

[22] Xiang Zhang, Lina Yao, Quan Z Sheng, Salil S Kanhere,
Tao Gu, and Dalin Zhang, “Converting your thoughts to
texts: Enabling brain typing via deep feature learning of
eeg signals,” in 2018 PerCom. IEEE, 2018, pp. 1–10.

[23] Tianqi Chen, Tong He, Michael Benesty, et al., “Xg-
boost: extreme gradient boosting,” R package version
0.4-2, pp. 1–4, 2015.

[24] Tianqi Chen and Carlos Guestrin, “Xgboost: A scalable
tree boosting system,” in Proceedings of the 22nd acm
sigkdd international conference on knowledge discovery
and data mining. ACM, 2016, pp. 785–794.

[25] Yousef Rezaei Tabar and Ugur Halici, “A novel deep
learning approach for classification of eeg motor im-
agery signals,” Journal of neural engineering, vol. 14,
no. 1, pp. 016003, 2016.


	1  Introduction
	2  Proposed Framework
	2.1  Preprocessing step
	2.2  Joint variability of electrodes
	2.3  CNN & LSTM
	2.4  Deep autoencoder for spatio-temporal information
	2.5  Classification with Extreme Gradient Boost

	3  Experiments and Results
	3.1  Dataset
	3.2  Training and hyperparameter selection
	3.3  Performance analysis and discussion

	4  Conclusion and future direction
	5  Acknowledgments
	6  References

