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ABSTRACT

This paper presents a method for controlling the prosody at the
phoneme level in an autoregressive attention-based text-to-speech
system. Instead of learning latent prosodic features with a variational
framework as is commonly done, we directly extract phoneme-level
F0 and duration features from the speech data in the training set.
Each prosodic feature is discretized using unsupervised clustering
in order to produce a sequence of prosodic labels for each utterance.
This sequence is used in parallel to the phoneme sequence in order to
condition the decoder with the utilization of a prosodic encoder and a
corresponding attention module. Experimental results show that the
proposed method retains the high quality of generated speech, while
allowing phoneme-level control of F0 and duration. By replacing the
F0 cluster centroids with musical notes, the model can also provide
control over the note and octave within the range of the speaker.

Index Terms— Controllable text-to-speech synthesis, fine-
grained control, speech prosody, end-to-end TTS

1. INTRODUCTION

Expressive speech synthesis has been of major research interest af-
ter the establishment of neural text-to-speech (TTS) systems, such as
Tacotron [1, 2]. Due to the high quality and naturalness of the syn-
thesized voice, it has become possible to investigate more detailed
approaches, focusing on speaker identity, speaking style, prosody
control and even singing synthesis.

The task of integrating prosodic control mechanisms in neural
end-to-end speech synthesis has been in the limelight, as extensive
research is conducted to increase the controllability and the expres-
siveness of the synthesized speech. Basic neural TTS systems im-
plicitly model prosody and their results represent the average speak-
ing style in the training data. Hence, extensions of the original ar-
chitectures were introduced, either to perform prosody transfer from
a provided reference audio [3] or to manually control prosody on
an utterance level [4]. The latter introduced the notion of the style
embedding, which emerges as the weighted sum of Global Style To-
kens (GSTs), a codebook which is learned in an unsupervised way.
Our work is based on these ideas and their extensions, which allow
not only to control prosody on a fine-grained level, but to also utilize
intuitive features to simplify the learning process.

1Equal contribution

1.1. Related work

As an alternative to GSTs, Variational Autoencoders (VAEs) have
also been used to learn latent representations of prosody in an
unsupervised manner [5, 6, 7]. While the aforementioned system
variations permit prosody control only in a global sense, fine-grained
prosody control has also become possible by introducing temporal
structures in the prosody embedding networks, which allow pitch
and amplitude control at frame-level and phoneme-level resolu-
tions [8]. Furthermore, a hierarchical, multi-level, fine-grained VAE
structure is proposed in [9], modeling word-level and phoneme-level
prosody features, while a similar VAE structure with the addition of
a quantization step applied to the latent vectors was adopted in [10].

Instead of providing the Mel spectrogram of the reference audio
as input to the reference encoder or variational framework, as is the
case for all the systems mentioned above, specific prosodic features
extracted from the reference audio, such as F0, duration and loud-
ness, can be used as input to prosody embedding networks. These
prosodic features and their statistics can be extracted at utterance-
level [11, 12, 13] or at frame-level and phoneme-level [14, 15] to
achieve utterance-level or fine-grained prosody control, respectively.
A semi-supervised approach utilizing both Mel spectrograms and
prosodic features as inputs to a variational framework is proposed
in [16]. In a similar approach to ours [17], aggregated continu-
ous prosodic features (F0, mgc0, duration) are used for fine-grained
prosody transfer. We differentiate our work by introducing discrete
representations for arbitrary prosody control, as well as a method for
disentanglement of phonetic and prosodic content.

1.2. Proposed method

In this paper, we introduce a method for controlling prosody at the
phoneme-level with discrete labels. In similar work [10] it is shown
that using a discrete prosody representation increases naturalness,
while maintaining appropriate diversity. Though, instead of utiliz-
ing a quantized fine-grained VAE, we follow a simpler approach by
using intuitive features such as F0 and phoneme duration and by
discretizing them with a simple clustering method. This results in
humanly interpretable labels and is directly applied to the dataset
without requiring training. We follow prior work on the end-to-
end acoustic model [18] which is based on the Tacotron architec-
ture [1, 2, 19] and we extend it with additional encoder and attention
modules which process the prosodic sequence.

The unsupervised K-Means algorithm is applied in order to clus-
ter the F0 and duration information of each phoneme and capture
their different levels within the speaker range. The resulting clus-
ter centroids form a vocabulary of discrete prosodic labels, which is
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used to produce a sequence of learnable prosody embeddings in par-
allel with the phoneme input to the acoustic model. This proposed
method enables guiding the F0 or duration of synthesized speech
at a fine-grained level for the whole utterance or a specific word or
phoneme by modifying their respective prosodic label, without sig-
nificantly affecting naturalness. The ability to have a discrete control
sequence parallel to the phonetic input is also very intuitive because
it is interpretable by the human perception and allows for straight-
forward manual customization. Finally, instead of simply concate-
nating the prosody embeddings with the encoder outputs as is usu-
ally done, our contributions also include conditioning the decoder
with an additional attention module in order to separate the phonetic
and prosodic information flow during training. The architecture with
the separate phonetic encoder and attention modules allows different
lengths between the prosodic and the phonetic sequences. We chose
the phoneme as the unit for prosodic feature extraction, though the
proposed method can be easily adapted to work with any other lin-
guistic units, such as syllables or words.

2. METHOD

2.1. Forced alignment and feature extraction

The linguistic inputs consist of phonemes that are produced by a
front-end preprocessing module from the input text. In order to ob-
tain accurate alignments between the utterance and its corresponding
phonetic transcription, a forced-alignment system is used [20]. It is
an HMM monophone acoustic model trained using flat start initial-
ization and implemented with the HTK toolkit [21], similarly to ASR
forced alignment models.

After the alignments are obtained for each utterance in the train-
ing set, the duration of each phoneme is extracted. The word bound-
aries and pauses are not taken into account in the F0 and duration
feature extraction process, although they are included in the phonetic
sequence to be modeled by the acoustic model.

The F0 feature for each phoneme is produced after averaging
the log-F0 values for its full duration. For F0 extraction, a standard
autocorrelation method is used [22], followed by interpolation and
smoothing of the contour. We found that it is better to assign the
interpolated F0 value to the unvoiced phonemes, than allowing zeros
which can skew the neighboring voiced values.

2.2. Prosodic clustering

After extracting the prosodic features for the entire training set, K-
means with the squared distance criterion is applied, for each feature
separately. The resulting centroids can be translated as the repre-
sentative values for phoneme duration or F0 and can be used as a
vocabulary of tokens.

For the duration feature, clustering is performed separately per
phoneme, as phoneme classes differ substantially depending on their
articulation characteristics. The most prevalent duration differences
may be observed between vowels and consonants. Additionally, the
position of a phoneme inside the utterance plays an important role in
its duration and thus its categorization in our experiments. The most
prominent effect of the position of a phoneme is the phrase final
lengthening, i.e. if a phoneme is contained in the last syllable of a
phrase, it is usually pronounced with a longer duration. In order to
accommodate for this, we perform separate clustering of the phrase
final phonemes.

At training time, for each phoneme in an utterance, its corre-
sponding prosodic feature is assigned to the nearest cluster centroid,
resulting in a sequence of prosodic labels. Each label is represented

Fig. 1. Proposed model architecture.

by an embedding vector, so that a sequence similar to the phoneme
input sequence is produced, which can condition the decoder. An
overview of this procedure can be seen in Figure 1.

2.3. Acoustic model architecture

Our work is based on the acoustic model from [18]. This model
converts the input phonemes to a sequence of acoustic feature frames
for the LPCNet vocoder [23, 24]. For our case, the acoustic model
was enhanced with an additional encoder for processing the prosody
embedding sequences.

As with the original model, the phoneme encoder converts an
input sequence of phonemes p = [p1, ..., pN ] to an encoder repre-
sentation e = [e1, ..., eN ]. The prosody encoder in a similar way
converts the prosody embedding sequences p′ = [p′1, ..., p

′
M ] to the

prosody encoder representation e′ = [e′1, ..., e
′
M ] through a sim-

ple recurrent network. At each decoder timestep, the attention RNN
produces a hidden state hi which is used as a query in the attention
mechanism for calculating the context vector ci. In our case, a sec-
ondary attention mechanism is introduced which consumes the query
hi and prosody encoder representations e′ and produces a prosody
context vector c′i. The 2 context vectors along with the attention
RNN hidden state are then fed to a stack of 2 decoder RNNs.

The new introduced prosody context vector allows the phoneme
and prosody information to be modeled separately, enabling the de-
sired fine-grained control. A simpler approach in which the phoneme
and prosody representations are directly concatenated showed worse
results in terms of quality and content disentanglement. No cluster
assignment was applied to punctuation symbols or word boundary
tokens, because they mainly symbolize speech pauses and we expect
them to be modeled through the phoneme sequence. As a result, the
lengths of the two sequences may be different.

We expect the prosodic sequence to be parallel to the phoneme
sequence in the time axis, thus requiring a robust alignment module.
For that reason we utilize the MoL attention module from [18] which
is proven by previous research [19] to maintain the monotonicity of
the learned alignment, as well as to produce stable results indepen-
dently of the sequence length. This model is purely location-based
and is a direct variation of the GMM attention [25], using logistic
distributions instead [26].

The Cumulative Distribution Function (1) of the logistic distri-
bution is used to compute the alignment probabilities for each de-
coder timestep i over each encoder timestep j (2).

F (x;µ, s) =
1

1 + e−
(x−µ)
s

= σ
(x− µ

s

)
(1)
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Fig. 2. Sentence level mean F0 and average phoneme duration for
ascending cluster IDs with 95% confidence intervals. The left y-axis
corresponds to the F0 graphs while the right y-axis corresponds to
the duration graphs.

aij =

K∑
k=1

wik (F (j + 0.5;µik, sik)− F (j − 0.5;µik, sik)) (2)

The parameters of the mixture are calculated in (3).

µik = µi−1k + eµ̂ik sik = eŝik wik = softmax(ŵik)
(3)

The parameters µ̂ik, ŝik, ŵik are predicted by 2 fully connected
layers which are applied to the attention RNN state hi as shown in
(4).

(µ̂ik, ŝik, ŵik) =W2 tanh(W1(hi)) (4)
The context vector is calculated as the weighted sum of the en-

coder representations (5).

ci =

N∑
j=1

aijej (5)

The output acoustic frames are predicted by a feed-forward layer
and when the decoding is complete, the prediction is finetuned by
a 5-layer convolutional post-net identical to [2]. Finally, a feed-
forward gate layer predicts the stop token that signals the end of
speech generation. The detailed architecture can be seen in Figure 1.

3. EXPERIMENTS AND RESULTS

The ‘elbow’ method [27] was used in order to find the optimal num-
ber of clusters k. The K-Means algorithm is run separately for a
specified range of clusters and from the plot of a distortion metric
versus k, the best value is selected as the inflection point of the curve.
We selected the sum of square distances to represent the distortion.
This method resulted in 12 clusters for F0 and 15 for duration.

We trained 2 separate models for F0 and duration, as well as
a joint model capable of modifying both parameters. In the joint
model, the 2 sequences are represented by different prosody embed-
ding vectors and since they have the same length, they are simply
concatenated before they are passed into the prosody encoder. The
joint model is capable of modifying both parameters successfully
and independently, as it is verified by the experimental results. For
the objective and subjective tests we selected 100 sentences from the
dataset; those were excluded from the training and were also used to
extract the ground truth prosodic labels. The model can synthesize
arbitrary text with the corresponding prosodic labels specified, pre-
dicted by a separate model, or extracted from a reference utterance.

Fig. 3. Mean opinion scores with 95% confidence intervals.

Fig. 4. Mean opinion scores of joint model.

3.1. Objective evaluation

In order to show the prosody modification capabilities of the model,
we produced a test set by assigning the prosody tokens of each sen-
tence to a single cluster in an ascending order. For the joint model,
the opposite tokens were kept at their ground truth values when not
modified. In Figure 2 the mean values of F0 and phoneme duration
are depicted, averaged over the test sentences which were modified
according to a specific cluster ID.

The models are observed to follow the ascending order of
the cluster IDs, verifying our hypothesis that they can modify the
prosody of the speaker. In extreme values, the performance is hin-
dered or has high variation. This can be accounted to fewer samples
contained in these clusters which are in the extremes of the speakers
range, and are more likely to contain mislabeled data due to F0
or duration prediction errors. In the case of the joint model, the 2
parameters can be successfully tuned separately and the acoustic
results show that the modification of one parameter does not change
the behavior of the second one. We also noticed that even if a single
F0 label is used for the whole utterance, the resulting prosody is
adjusted but it is not flat. This means that the phoneme embeddings
also contain information about the prosody and there is not com-
plete disentanglement, just a bias introduced by the prosody clusters
which is a desired feature as it increases naturalness.

3.2. Subjective evaluation

We performed listening tests in order to assess the quality of the pro-
posed method. The set of 100 test sentences were modified in terms
of F0 and duration and the listeners were asked to score their natu-
ralness on a 5-point Likert scale. Considering the aim of this task,
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we did not introduce manual prosodic labels. Instead, each ground
truth label is offset in the range [−8,+8] for the single models and
[−2,+2] for the joint model in a grid manner. We impose a limita-
tion on the modification range because the number of samples to be
scored increases significantly, especially in the joint model. Addi-
tionally, if a label reaches the penultimate cluster ID in both positive
and negative directions, then further modification for this label is
halted in order to avoid the extreme centroids which were observed
to sometimes be unstable. The resulting number of test sentences is
6000 with each sentence receiving 20 scores by native speakers via
the Amazon Mechanical Turk.

The Mean Opinion Score (MOS) is depicted as a function of the
modification offset in Figure 3 for the single models and in Figure 4
for the joint model. We notice that F0 model shows less naturalness
degradation and scores higher in the +1 and +2 offsets than sim-
ply feeding the ground truth prosodic labels, these small differences
though are not statistically significant. The duration model shows a
clear degradation on both sides, which is attributed to the fact that
very low or very fast speaking rate might be perceived as unnatural
by some listeners. We can also notice that the joint model scores are
very high, indicating that it is capable of modifying both F0 and du-
ration with a high output quality. We strongly encourage the readers
to listen to the samples at our website: https://innoetics.github.io

3.3. Producing musical notes

A small variation of the method was also tested for producing speech
that follows specific musical notes. The corresponding musical note
along with its octave are extracted from each phoneme segment ac-
cording to the following formulas:

h = b12 · log2
f0

440
e+ 57 (6)

octave =

⌊
h

12

⌋
and note = (h mod 12) (7)

where h represents the distance in semitones from the note C0.
Instead of clustering, every distinct octave-note pair in the range

of speaker is considered as a cluster centroid, and the F0 values are
discretized accordingly. On the prosody encoder side though, the oc-
tave and note information are embedded separately in order to enable
modeling some pairs that may not exist in the training set.

Results from this method are shown in Figure 5, where the as-
cending progression of notes through the octaves is depicted. Re-
garding the low octave, the model has similar performance for the
first few notes up to G#2, because such low F0 values are not present
in the training set in a satisfying degree. Then, the F0 is modified
successfully up until F#4, after which the performance is hindered
again, due to extreme F0 values, underrepresented in the training set.

3.4. Experimental setup

In our experiments we use the 2013 Blizzard Challenge Catherine
Byers dataset which contains 108 hours of speech. All audio data
was resampled to 24 kHz. The acoustic features were extracted in
order to match the modified LPCNet vocoder [24] and consist of 20
Bark-scale cepstral coefficients, the pitch period and pitch correla-
tion.

The phoneme encoder maps the input phoneme sequence into
256 dimensional embeddings and further applies a CBHG mod-
ule. In the prosody encoder, prosodic labels are mapped into 64
dimensional embeddings. These are processed by a single 128-
dimensional feed-forward pre-net with ReLU activation and a bidi-
rectional GRU layer with 128 dimensions in each direction. The

Fig. 5. Box plot of F0 values for the musical notes production model.
The colored horizontal lines show the mean F0 value for the specific
cluster ID, whilst the gray lines are the note center frequencies.

decoder contains 3 recurrent layers, a 256-dimensional attention
GRU and two 512-dimensional residual LSTMs. The attention
modules that are used, have a mixture of 5 logistic distributions and
256-dimensional feed-forward layers. Dropout regularization [28]
of rate 0.5 is applied on all pre-net and post-net layers and zoneout
[29] of rate 0.1 is applied on LSTM layers.

We use the Adam optimizer [30] for training the network pa-
rameters with batch size 32. The learning rate is initially 10−3 and
decays linearly to 3 · 10−5 after 100,000 iterations. We also apply
L2 regularization with factor 10−6.

4. CONCLUSIONS

In this paper, we presented a method for creating a fully end-to-end
TTS system with controllable F0 and duration at the phoneme level.
This was achieved by preprocessing the audio data through segmen-
tation and obtaining the duration and F0 value of each phoneme in
the dataset. A clustering algorithm was used to separate the vari-
ous F0 and durations into a number of categories, which were later
used to assign learnable prosody embeddings to each phoneme. An
additional encoder for the duration and F0 sequences as well as a
separate MoL attention module were included in order to create sep-
arate alignments between the prosody encodings and the decoder
hidden state, in parallel to the phoneme encoder and attention mod-
ules. Experimental results show that this method allows the prosody
embeddings to be trained appropriately and makes fine-grained con-
trol over the F0 and duration on a phoneme level possible, without
significantly affecting the naturalness of the synthetic speech. Fur-
ther work can be done in order to explore how this method can be
leveraged to create multi-speaker models with wider prosodic range,
increase naturalness, add emotion through duration and pitch control
or even make a fully controllable singing synthesis system.
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