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ABSTRACT

Privacy protection is an important research area, which is
especially critical in this big data era. To a large extent, the
privacy of visual classification data is mainly in the mapping
between the image and its corresponding label, since this rela-
tion provides a great amount of information and can be used
in other scenarios. In this paper, we propose the mapping
distortion based protection (MDP) and its augmentation-
based extension (AugMDP) to protect the data privacy by
modifying the original dataset. In the modified dataset gen-
erated by MDP, the image and its label are not consistent
(e.g., a cat-like image is labeled as the dog), whereas the
DNNs trained on it can still achieve good performance on
benign testing set. As such, this method can protect privacy
when the dataset is leaked. Extensive experiments are con-
ducted, which verify the effectiveness and feasibility of our
method. The code for reproducing main results is available at
https://github.com/PerdonLiu/Visual-Pri
vacy-Protection-via-Mapping-Distortion.

Index Terms— Privacy Protection, Face Recognition,
Image Classification, Deep Learning

1. INTRODUCTION

Deep learning, especially deep neural networks (DNNs), have
been successfully adopted in many fields, such as object de-
tection [1, 2, 3], super-resolution [4, 5, 6], and visual tracking
[7, 8, 9]. A large amount of training data is one of the key
factors in the success of DNNs. While the massive amount
of data dramatically improves the performance of the DNNs,
the collection of data from millions of users also raises serious
privacy issues. For example, the collected data has the risk of
being leaked, which harms the privacy of users. Accordingly,
how to protect the privacy of data is of great significance.

In this paper, we focus on protecting data privacy in im-
age classification tasks. To a large extent, the privacy of the
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tasks is mainly in the ground-truth mapping between the input
image and its corresponding label, since this relation provides
a significant amount of information and can be used in other
scenarios. To the best of our acknowledge, there is only one
research, i.e., k-anonymity [10], in this research area. Specif-
ically, k-anonymity hides the mapping by guaranteeing that
individuals who are the subjects of the data can not be re-
identified while the private data remains practically available.
However, this method focused on the field-structured data,
which can not be adopted in protecting visual data.

To address this problem, we propose a mapping distor-
tion based protection (MDP) and its augmentation-based ex-
tension (AugMDP). Our approaches aim at exploring a new
possible way to protect the visual privacy by distorting the
ground-truth mapping between the image and its label. In
other words, for a specific image in the modified dataset gen-
erated by the proposed method, its provided label does not
match what the image truly is. In this way, we can still protect
the privacy when the dataset is leaked, under the condition
that the hacker has no prior knowledge of the ground-truth
mapping. Besides, models trained with the modified dataset
can still achieve good performance on the benign testing set,
which guarantees the utility of the generated dataset.

Specifically, the modified image is generated by minimiz-
ing the distance with a random image with the provided label
in the feature space. The mechanism behind MDP is that the
DNNss utilize lots of unstable yet useful features such as tex-
ture, as discussed in [11, 12, 13]. It is precisely by hiding
the information of the given label in the modified image that
DNNs can learn the ground-truth relation even when the pro-
vided mapping seems to be distorted. Besides, MDP has two
extra latent advantages, including (1) The hackers can hardly
realize the incorrectness of the dataset since the perturbation
in the modified image is invisible. (2) The leakage can be
detected if the specific distorted mapping appears.

The main contributions of our work can be summarized
as follows: (1) We explore a novel angle of privacy protection
by modifying the ground-truth relation between image and
its corresponding label. (2) We provide a simple yet effec-
tive method, the MDP, and its augmentation-based extension
(AugMDP) for privacy protection. (3) Extensive experiments
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Fig. 1: The illustration of selected image, target image,
modified image, and their corresponding label. The modi-
fied image looks similar to its corresponding selected image,
whereas its label is the label of the corresponding target image
(which is different from that of the selected image). Accord-
ingly, the ground-truth mapping between image and label of
the original dataset is hidden and therefore is protected.

are conducted, which verifies the feasibility and effectiveness
of our privacy protection method.

2. THE PROPOSED METHOD

2.1. Preliminary

Suppose D = {(x;,y;)} Y, is the original dataset needed to
be protected, where N is the size of the dataset and the input-
label pair (z,y) € X x V. Before the detailed discussion, we
first define some key concepts, as visualized in Fig. 1.

* Selected Image x.;..tcq: For a given original dataset
D, the selected image sejected € {x|(x,y) € D}.

* Original Label y/,,;ginqi: The label of the selected im-
age Tselected-

* Target Image x;,,4.;: The target image is also from
the original dataset D, i.e., Tiarger € {Z|(,y) € D},
while its label Yiorger 7 Yoriginal-

* Target Label y,,,4.:: The label of ;q,get-

* Modified Image: The modified image is visually sim-
ilar to the selected image. It is obtained through min-
imizing the distance between the output of the image
initialized with the selected image and that of the target
image in the middle layer of a given pre-trained DNN.
Note that its label is the same as that of the target
image, i.e., Ymodified = Yiarget> therefore the rela-
tion within the image-label pair (©modi fied; Ymodi fied)
is distorted to hide the ground-truth relation within
(a:selectedv yselected)-

selected image
Stable features;
Original label: 1722914.

-
-
modified image
Stable and unstable features;

Original Label: 1722914;
Target Label: 0698346.

perturbation
Useful, unstable features;
Target label: 0698346.

Fig. 2: The illustration of a modified image. The modified
image contains two types of features, including stable features
from the selected image and unstable features from the pertur-
bation. The information about ground-truth mapping will be
hidden in the unstable features associate with the target label.

As suggested in [14], the features used by DNNs can be
divided into two categories, including stable and unstable fea-
tures. Intuitively, stable features (e.g., the profile [15, 16])
are visible and interpretable to humans, while the unstable
features, such as the texture [11, 12], are usually invisible.
Both stable and unstable features are all useful to the classi-
fier. Since unstable features can be modified easily without
being discovered by humans, these features can be utilized
to construct a new dataset with distorted mapping, namely
the modified dataset to hide to ground-truth mapping for pri-
vacy protection. The detailed construction procedure will be
discussed in Section 2.2.

2.2. Mapping Distortion based Protection

As discussed above, hiding the ground-truth mapping be-
tween image and its label is critical for privacy protection.
Therefore, instead of storing the original dataset directly, we
suggest keeping its modified version where the input-label
mapping is distorted.

In this paper, we propose a simple yet effective method,
dubbed mapping distortion based protection (MDP), for con-
structing the modified dataset. To obtain useful yet unstable
features from the target image, we use a standard pre-trained
DNN. Specifically, we first initialize the modified image with
the selected image and then minimize the distance between
its output and that of the target image in the feature space.
We construct the modified training set D,,,,4 via a one-to-one
Correspondence Tselected — Lmodifieds where Lselected is
the selected image and T;,,04; fied 1S the modified image.

Specifically, for every target image Tiqrge¢ With label
Ytarget in D, MDP randomly chooses a selected image
Lselected with Ofiginal label Yoriginal (yoriginal # ytarget) in
D. After that, the MDP updates &,,04i ficqa gradually so that
the output of &4 fieq and the output of x;4,.4e; are similar
in the middle layer of the DNN. The update is through the
following optimization process:



Algorithm 1: Construction procedure of the aug-
mented dataset.
Input: Original dataset D, Augmentation-related
hyper-parameter 7'.
Output: Augmented dataset DyodAug
Initialize Dinodaug = {}
for time in range (T') do
for (mtargehytn/rget) < D d0
Randomly pick a pair (€seiected, Yoriginat) € D.
Calculate @04 fica according to optimization (1).

D7n0dA1Lg = DmodAug U {(wm,odifiedy yta/rget)}~
end
end
return Dy,044ug

Tmodified = argmin d (f(:r:) — f(mtar‘get)) s (D
z€[0,1]P
where D is the dimension of the features, f is the map-
ping from input to the output of a certain layer in DNN,
and d(-) is a distance metric. We adopt the most widely
used £>° distance, i.e., d(f(Tmodificd) — f(®Ttarget)) =
Hf(wmodified) — f(wta'rgdf)”oo, for simplicity. More differ-
ent distance metrics will be discussed in our future work.
Specifically, to solve the optimization problem (1), x is
initialized with Zsejecteq and we optimize the problem with
the classical projected gradient descent (PGD) method [17].
As shown in Fig. 2, the modified image is obtained from the
combination of the selected image and a small perturbation
related to unstable yet useful features. Since those invisible
yet useful features contained in the images are still highly
predictive, DNNSs trained with the modified dataset can still
have a good performance on the benign testing test.

2.3. Augmented Mapping Distortion based Protection

As mentioned in the previous section, we can store the modi-
fied dataset instead of the original one to protect data privacy.
However, due to the adverse effects of the incorrect stable fea-
tures in modified images, training with them will result in a
certain decrease in the performance. In this section, we in-
troduce an MDP extension, dubbed augmented MDP (Aug-
MDP), to further enhance the effectiveness of our method.
Specifically, in AugMDP, we first construct 7' different

modified datasets {Dr(iz) o ,Dg O)d} through MDP, where
T is a positive integer hyper-parameter to control the augmen-
tation size. Then, the augmented dataset is obtained by com-
bining all these datasets, i.e., Dinodaug = D(l) U D(Z) U

T mod mod
U Dfn O)d. This augmented method is effective since the ex-

tra information carried by the unstable yet useful features in
the augmented data is conducive to the learning of the model.
The construction procedure of Dy, 5q444 is shown in Algo-
rithm 1, and its effectiveness is verified in Section 3.3.
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Fig. 3: Test accuracy on CIFAR-10, restricted CASIA-
WebFace, and their corresponding modified dataset.

3. EXPERIMENTS

3.1. Settings

The experiments are conducted on the CIFAR-10 [18] and
(restrict) CASIA-WebFace [19] dataset. Instead of the whole
CASITA-WebFace, we only use a subset of the dataset for
the consideration of computational complexity. Restricted
CASIA-WebFace has 46,492 images with only 1,000 classes,
which are randomly chosen from the original dataset. For
DNNs, we use ResNet-50 [20] and IR-50 with ArcFace (an
improved version of the vanilla ResNet-50) [21] on CIFAR-
10 and restricted CASIA-WebFace datasets, respectively.

To construct the modified dataset, we perform PGD [17]
to optimize the objective function under /°° norm, which aims
to minimize the distance between the output of the modified
image and that of the target image in the penultimate layer
of the pre-trained model. Specifically, PGD-100 and PGD-
40 with step size 0.1 are used on CIFAR-10 and restricted
CASIA-WebFace dataset, respectively. The performance of
the trained model is examined on the benign testing set to
verify the effectiveness of the modified dataset.

3.2. Verification on CIFAR-10 and CASIA-WebFace

In this experiment, we construct two datasets D,,,o4—cI1FARLO
and D,,,,q4—c as1 4 based on CIFAR-10 and restricted CASIA-
WebFace, respectively. The left-hand side of Fig.3 represents
the test accuracy of the model trained on CIFAR-10 and
Dinod—c1FAR10, While the right-hand side indicates the per-
formance of the model trained on restricted CASIA-WebFace
and D,,0q4—casra. The result shows that DNNs trained on
the modified dataset can generalize well on the benign testing
set, and therefore the effectiveness of MDP is verified.

Fig. 4 illustrates some target images and their correspond-
ingly modified images. To quantitively assess the similarity
between the selected image and corresponding modified im-
age, we also calculate their structural similarity index (SSIM)
[22]. The mean SSIM for CIFAR-10 and restricted CASIA-
WebFace are 96.9% and 96.1%, respectively. The results
show that the modified image is highly similar to the selected
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Fig. 4: Some examples of the target image and modified image on the CIFAR-10 and restricted CASIA-WebFace dataset. The
first column: target images from the original datasets. The next three columns: correspondingly modified images generated
by the MDP. The red and blue words indicate the original and the target label, respectively.

Table 1: The transferability evaluation on the D,,,q—c1rar10 and Dyoq—cas1a dataset.

Network Architecture  D,,,0d—CIFARLO

Network Architecture  D,,,0d—CASIA

ResNet-50 85.52
ResNet-154 86.08
DenseNet-154 83.15

IR-50 83.04
IR-152 84.37
IR-SE-50 81.37

Table 2: Test accuracy of MDP and AugMDP on modi-
fied dataset constructed based on CIFAR-10 and restricted
CASIA-WebFace dataset, respectively.

| MDP | AugMDP (2)
85.52 89.04

CIFAR-10

restricted CASIA-WebFace | 83.04 84.67

image, therefore the invisibility of modification is guaranteed.

3.3. Discussion

Augmentation Effects. To verify the effectiveness of the
augmentation effects in AugMDP, we compare AugMDP
and MDP on both CIFAR-10 and restricted CASIA-WebFace
datasets. Table 2 shows the test accuracy of these two meth-
ods on two datasets, where the number in the parenthesis
following AugMDP in the table is the value of augmentation-
related hyper-parameter 7'. Particularly, AugMDP (1) is
equivalent to MDP. As demonstrated in Table 2, AugMDP
is better than MDP across different tasks even when 7' is
relatively small (i.e., 7" = 2). Note that T should be adjusted
according to specific requirements since AugMDP brings
additional computation and storage costs.

Transferability. In this experiment, we verify whether the
modified dataset generated by a given network is also effec-

tive for training other network architectures. Table 1 shows
the test accuracy of several architectures (ResNet-50, ResNet-
154, and DenseNet-154 [23]) trained on D,,,4—cI1FAR10
generated by ResNet-50, and the test accuracy of IR-50, IR-
152, and IR-SE-50! trained on D,,0q—cAsSiA generated by
IR-50. The result shows that the modified dataset is also
effective for training different (especially similar) network
architectures. It is probably because the unstable features
learned by similar classifiers share certain similarities. De-
tailed reasons will be further explored in our future work.

4. CONCLUSIONS

In this paper, we propose the mapping distortion based pro-
tection (MDP) and its augmentation-based extension (Aug-
MDP) to protect the visual data privacy in classification tasks
by modifying the training set. This method is motivated by
the fact that DNNGs utilize some useful yet unstable features,
which can be modified invisibly. Based on this method, we
can protect privacy when the dataset is leaked, while still
achieve good performance on the benign testing set when the
model is trained on the modified dataset. Extensive experi-
ments are conducted, which verify the feasibility and effec-
tiveness of the proposed methods.

1IR-SE-50 combines IR-50 and SENet [24].
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