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ABSTRACT

We introduce the matrix-based Rényi’s α-order entropy func-
tional to parameterize Tishby et al. information bottleneck
(IB) principle [1] with a neural network. We term our method-
ology Deep Deterministic Information Bottleneck (DIB), as it
avoids variational inference and distribution assumption. We
show that deep neural networks trained with DIB outperform
the variational objective counterpart and those that are trained
with other forms of regularization, in terms of generalization
performance and robustness to adversarial attack. Code avail-
able at https://github.com/yuxi120407/DIB.

Index Terms— Information bottleneck, representation
learning, matrix-based Rényi’s α-order entropy functional

1. INTRODUCTION

The information bottleneck (IB) principle was introduced by
Tishby et al. [1] as an information-theoretic framework for
learning. It considers extracting information about a target
signal Y through a correlated observable X . The extracted
information is quantified by a variable T , which is (a pos-
sibly randomized) function of X , thus forming the Markov
chain Y ↔ X ↔ T . Suppose we know the joint distribution
p(X,Y ), the objective is to learn a representation T that max-
imizes its predictive power to Y subject to some constraints
on the amount of information that it carries about X:

LIB = I(Y ;T )− βI(X;T ), (1)

where I(·; ·) denotes the mutual information. β is a Lagrange
multiplier that controls the trade-off between the sufficiency
(the performance on the task, as quantified by I(Y ;T )) and
the minimality (the complexity of the representation, as mea-
sured by I(X;T )). In this sense, the IB principle also pro-
vides a natural approximation of minimal sufficient statistic.

The IB principle is appealing, since it defines what
we mean by a good representation through a fundamental
trade-off. However, solving the IB problem for complicated
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p(X,Y ) is often criticized to be hard or impossible [2]. There
are only two notable exceptions. First, both X and Y have
discrete alphabets, in which T can be obtained with a gener-
alized Blahut-Arimoto algorithm [3, 4]. Second, X and Y are
jointly Gaussian, in which the solution reduces to a canonical
correlation analysis (CCA) projection with tunable rank [5].

The gap between the IB principle and its practical deep
learning applications is mainly the result of the challenge in
computing mutual information [2, 6, 7], a notoriously hard
problem in high-dimensional space. Variational inference of-
fers a natural solution to bridge the gap, as it constructs a
lower bound on the IB objective which is tractable with the
reparameterization trick [8]. Notable examples in this di-
rection include the deep variational information bottleneck
(VIB) [7] and the β-variational autoencoder (β-VAE) [9].

In this work, we provide a new neural network parame-
terization of IB principle. By making use of the recently pro-
posed matrix-based Rényi’s α-order entropy functional [10,
11], we show that one is able to explicitly train a deep neural
network (DNN) by IB principle without variational approx-
imation and distributional estimation. We term our method-
ology Deep Deterministic Information Bottleneck (DIB) and
make the following contributions:

• We show that the matrix-based Rényi’s α-order entropy
functional is differentiable. This property complements
the theory of this new family of estimators and opens
the door for its deep learning applications.

• As a concrete example to demonstrate the advantage
of this estimator, we apply it on representation learn-
ing and show that it enables us to parameterize the IB
principle with a deterministic neural network.

• We observed that the representation learned by DIB en-
joys reduced generalization error and is more robust to
adversarial attack than its variational counterpart.

2. RELATED WORK

2.1. IB Principle and Deep Neural Networks

The application of IB principle on machine learning dates
back to two decades ago, e.g., document clustering [12] and
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image segmentation [13].
Recently, the IB principle has been proposed for ana-

lyzing and understanding the dynamics of learning and the
generalization of DNNs [14]. [15] applies the recently pro-
posed mutual information neural estimator (MINE) [16] to
train hidden layer with IB loss, and freeze it before moving
on to the next layer. Although the result corroborates partially
the IB hypothesis in DNNs, some claims are still controver-
sial [17, 18]. From a practical perspective, the IB principle
has been used as a design tool for DNN classifiers and gener-
ative models. The VIB [7] parameterizes IB Lagrangian with
a DNN via a variational lower bound and reparameterization
trick. The nonlinear IB [19] uses a variational lower bound
for I(Y ;T ) and a non-parametric upper bound for I(X;T ).
Information dropout [20] further argues that the IB princi-
ple promotes minimality, sufficiency and disentanglement of
representations. On the other hand, the β-variational autoen-
coder (β-VAE) [9] is also formulated under an IB framework.
It also enjoys a rate-distortion interpretation [21].

2.2. Matrix-based Entropy Functional and its Gradient

We recap briefly the recently proposed matrix-based Rényi’s
α-order entropy functional on positive definite matrices. We
refer interested readers to [10, 11] for more details.

Definition 2.1 Let κ : χ × χ 7→ R be a real valued posi-
tive definite kernel that is also infinitely divisible [22]. Given
{xi}ni=1 ∈ χ, each xi can be a real-valued scalar or vec-
tor, and the Gram matrix K ∈ Rn×n computed as Kij =
κ(xi,xj), a matrix-based analogue to Rényi’s α-entropy can
be given by the following functional:

Hα(A) =
1

1− α
log2 (tr(A

α)) =
1

1− α
log2

(
n∑
i=1

λi(A)
α

)
,

(2)
where α ∈ (0, 1)∪ (1,∞). A is the normalized version of K,
i.e., A = K/ tr(K). λi(A) denotes the i-th eigenvalue of A.

Definition 2.2 Given n pairs of samples {xi,yi}ni=1, each
sample contains two measurements x ∈ χ and y ∈ γ ob-
tained from the same realization. Given positive definite ker-
nels κ1 : χ × χ 7→ R and κ2 : γ × γ 7→ R, a matrix-based
analogue to Rényi’s α-order joint-entropy can be defined as:

Hα(A,B) = Hα

(
A ◦B

tr(A ◦B)

)
, (3)

whereAij = κ1(xi,xj) ,Bij = κ2(yi,yj) andA◦B denotes
the Hadamard product between the matrices A and B.

Given Eqs. (2) and (3), the matrix-based Rényi’s α-order
mutual information Iα(A;B) in analogy of Shannon’s mutual
information is given by:

Iα(A;B) = Hα(A) +Hα(B)−Hα(A,B). (4)

Throughout this work, we use the radial basis function
(RBF) kernel κ(xi,xj) = exp(−‖xi−xj‖

2

2σ2 ) to obtain the
Gram matrices. For each sample, we evaluate its k (k = 10)
nearest distances and take the mean. We choose kernel width
σ as the average of mean values for all samples.

As can be seen, the new family of estimators avoids the
explicit estimation of the underlying distributions of data,
which suggests its use in challenging problems involving
high-dimensional data. Unfortunately, despite a few recent
successful applications in feature selection [11] and change
detection [23], its deep learning applications remain limited.
One major reason is that its differentiable property is still
unclear and under-investigated, which impedes its practical
deployment as a loss function to train neural networks.

To bridge the gap, we first show that both Hα(A) and
Hα(A,B) have analytical gradient. In fact, we have:

∂Hα(A)

∂A
=

α

(1− α)
Aα−1

tr (Aα)
, (5)

,

∂Hα(A,B)

∂A
=

α

(1− α)

[
(A ◦B)α−1 ◦B
tr(A ◦B)α

− I ◦B
tr(A ◦B)

]
(6)

and
∂Iα(A;B)

∂A
=
∂Hα(A)

∂A
+
∂Hα(A,B)

∂A
(7)

Since Iα(A;B) is symmetric, the same applies for ∂Iα(A;B)
∂B

with exchanged roles between A and B.
In practice, taking the gradient of Iα(A;B) is simple with

any automatic differentiation software, like PyTorch [24] or
Tensorflow [25]. We recommend PyTorch, because the ob-
tained gradient is consistent with the analytical one.

3. DETERMINISTIC INFORMATION BOTTLENECK

The IB objective contains two mutual information terms:
I(X;T ) and I(Y ;T ). When parameterizing IB objective
with a DNN, T refers to the latent representation of one hid-
den layer. In this work, we simply estimate I(X;T ) (in a
mini-batch) with the above mentioned matrix-based Rényi’s
α-order entropy functional with Eq. (4).

The estimation of I(Y ;T ) is different here. Note that
I(Y ;T ) = H(Y )−H(Y |T ), in which H(Y |T ) is the condi-
tional entropy of Y given T . Therefore,

maximize I(T ;Y )⇔ minimizeH(Y |T ). (8)

This is just because H(Y ) is a constant that is irrelevant to
network parameters.

Let p(x,y) denote the distribution of the training data,
from which the training set {xi,yi}Ni=1 is sampled. Also let
pθ(t|x) and pθ(y|t) denote the unknown distributions that we
wish to estimate, parameterized by θ. We have [20]:

H(Y |T ) ' Ex,y∼p(x,y)
[
Et∼pθ(t|x) [− log pθ(y|t)]

]
. (9)



We can therefore empirically approximate it by:

1

N

N∑
i=1

Et∼p(t|xi) [− log p(yi|t)] , (10)

which is exactly the average cross-entropy loss [26].
In this sense, our objective can be interpreted as a classic

cross-entropy loss1 regularized by a weighted differentiable
mutual information term I(X;T ). We term this methodology
Deep Deterministic Information Bottleneck (DIB)2.

4. EXPERIMENTS

In this section, we perform experiments to demonstrate that:
1) models trained by our DIB objective converge well to the
theoretical IB curve; 2) our DIB objective improves model
generation performance and robustness to adversarial attack,
compared to VIB and other forms of regularizations.

4.1. Information Bottleneck (IB) Curve

Given two random variables X and Y , and a “bottleneck”
variable T . IB obeys the Markov condition that I(X;T ) ≥
I(Y ;T ) based on the data processing inequality (DPI) [28],
meaning that the bottleneck variable cannot contain more in-
formation about Y than it does about X .

According to [29], the IB curve in classification scenario
is piecewise linear and becomes a flat line at I(Y ;T ) =
H(Y ) for I(X;T ) ≥ H(Y ). We obtain both theoretical and
empirical IB curve by training a three layer MLP with 256
units in the bottleneck layer on MNIST dataset, as shown
in Fig. 1(a). As we can see, when β is approaching to 0,
we place no constraint on the minimality, a representation
learned in this case is sufficient for desired tasks but contains
too much redundancy and nuisance factors. However, if β
is too large, we are at the risk of sacrificing the performance
or representation sufficiency. Note that the region below the
curve is feasible: for suboptimal mapping p(t|x), solutions
will lie in this region. No solution will lie above the curve.

We also plot a representative information plane [14] (i.e.,
the values of I(X;T ) with respect to I(Y ;T ) across the
whole training epochs) with β=1e-6 in Fig. 1(b). It is very
easy to observe the mutual information increase (a.k.a., fit-
ting) phase, followed by the mutual information decrease
(a.k.a., compression) phase. This result supports the IB
hypothesis in DNNs.

1The same trick has also been used in nonlinear IB [19] and VIB [7].
2We are aware of a previous work [27] that uses the same name of “deter-

ministic information bottleneck” by maximizing the objective of I(Y ;T )−
βH(T ), where H(T ) is the entropy of T , an upper bound of the original
I(X;T ). This objective discourages the the stochasticity in the mapping
p(t|x), hence seeking a “deterministic” encoder function. We want to clarify
here that the objective, the optimization and application domain in this work
are totally different from [27].
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Fig. 1. (a) Theoretical (the dashed lightgrey line) and empir-
ical IB curve found by maximizing the IB Lagrangian with
different values of β; (b) a representative information plane
for β=1e-6, different colors denote different training epochs.

4.2. Image Classification

4.2.1. MNIST

As a preliminary experiment, we first evaluate the perfor-
mance of DIB objective on the standard MNIST digit recog-
nition task. We randomly select 10k images from the training
set as the validation set for hyper-parameter tuning. For a fair
comparison, we use the same architecture as has been adopted
in [7], namely a MLP with fully connected layers of the form
784 − 1024 − 1024 − 256 − 10, and ReLU activation. The
bottleneck layer is the one before the softmax layer, i.e., the
hidden layer with 256 units. The Adam optimizer is used with
an initial learning rate of 1e-4 and exponential decay by a fac-
tor of 0.97 every 2 epochs. All models are trained with 200
epochs with mini-batch of size 100. Table 1 shows the test
error of different methods. DIB performs the best.

Table 1. Test error (%) for permutation-invariant MNIST

Model Test (%)
Baseline 1.38
Dropout 1.28
Label Smoothing [30] 1.24
Confidence Penalty [30] 1.23
VIB [7] 1.171

DIB (β=1e-6) 1.13
1 Result obtained on our test environment with au-

thors’ original code https://github.com/
alexalemi/vib_demo.

4.2.2. CIFAR-10

CIFAR-10 is an image classification dataset consisting of 32×
32×3 RGB images of 10 classes. As a common practice, We
use 10k images in the training set for hyper-parameter tuning.
In our experiment, we use VGG16 [31] as the baseline net-
work and compare the performance of VGG16 trained by DIB
objective and other regularizations. Again, we view the last
fully connected layer before the softmax layer as the bottle-
neck layer. All models are trained with 400 epochs, a batch-

https://github.com/alexalemi/vib_demo
https://github.com/alexalemi/vib_demo


size of 100, and an initial learning rate 0.1. The learning rate
was reduced by a factor of 10 for every 100 epochs. We use
SGD optimizer with weight decay 5e-4. We explored β rang-
ing from 1e-4 to 1, and found that 0.01 works the best. Test
error rates with different methods are shown in Table 2. As
can be seen, VGG16 trained with our DIB outperforms other
regularizations and also the baseline ResNet50. We also ob-
served, surprisingly, that VIB does not provide performance
gain in this example, even though we use the authors’ recom-
mended value of β (0.01).

Table 2. Test error (%) on CIFAR-10

Model Test(%)
VGG16 7.36
ResNet18 6.98
ResNet50 6.36

VGG16+Confidence Penalty 5.75
VGG16+Label smoothing 5.78
VGG16+VIB 9.31

VGG16+DIB (β=1e-2) 5.66

(a) (b)

Fig. 2. Adversarial examples from (a) MNIST; (b) CIFAR-10
with different ε = [0, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3] (from the
first row to the last row).

4.3. Behavior on Adversarial Examples

Our last experiment is to evaluate the adversarial robustness
of model trained with our DIB objective. There are multi-
ple definitions of adversarial robustness in the literature. The
most basic one, which we shall use, is accuracy on adversar-
ially perturbed versions of the test set, also called the adver-
sarial examples. One of the most popular attack methods is
the Fast Gradient Sign Attack (FGSM) [32], which uses the
gradient of the objective function respect to the input image
to generate an adversarial image maximizing the loss. The
FGSM can be summarized by Eq. (11):

x̂ = x+ ε · sign(∇xJ(θ,x, y)), (11)

where x denotes the original clean image, ε is the pixel-wise
perturbation amount,∇xJ(θ,x,y) is gradient of the loss with
respect to the input image x, and x̂ represents the perturbed
image. Fig. 2 shows some adversarial examples with different
ε on MNIST and CIFAR-10 datasets.

We compare behaviors of model trained with different
forms of regularizations on MNIST and CIFAR-10 datasets
under FGSM. We use the same experimental set up as in Sec-
tion 4.2, and only add adversarial attack on the test set. The
results are shown in Fig. 3. As we can see, our DIB per-
forms slightly better than VIB in MNIST, but is much better
in CIFAR-10. In both datasets, our DIB is much more robust
than label smoothing and confidence penalty.
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Fig. 3. Test accuracy with different ε and different methods
on (a) MNIST; (b) CIFAR-10.

5. CONCLUSIONS AND FUTURE WORK

We applied the matrix-based Rényi’s α-order entropy func-
tional to parameterize the IB principle with a neural network.
The resulting DIB improved model’s generalization and ro-
bustness. In the future, we are interested in training a DNN
in a layer-by-layer manner by the DIB objective proposed in
this work. The training moves sequentially from lower lay-
ers to deeper layers. Such training strategy has the potential
to avoid backpropagation and its related issues like the gradi-
ent vanishing. Meanwhile, we also plan to integrate the new
family of estimators with the famed InfoMax principle [33]
to learn informative (and possibly disentangled) representa-
tions in a fully unsupervised manner. The same proposal has
been implemented in Deep InfoMax (DIM) [34] with MINE.
However, we expect a performance gain due to the simplicity
of the new estimator.
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[6] Abdellatif Zaidi and Iñaki Estella-Aguerri, “On the informa-
tion bottleneck problems: Models, connections, applications
and information theoretic views,” Entropy, vol. 22, no. 2, pp.
151, 2020.

[7] Alexander A Alemi, Ian Fischer, Joshua V Dillon, and Kevin
Murphy, “Deep variational information bottleneck,” in Inter-
national Conference on Learning Representations, 2017.

[8] Diederik P. Kingma and Max Welling, “Auto-encoding varia-
tional bayes,” in International Conference on Learning Repre-
sentations, 2014.

[9] Irina Higgins et al., “β-vae: Learning basic visual concepts
with a constrained variational framework,” in International
Conference on Learning Representations, 2017.

[10] Luis Gonzalo Sanchez Giraldo, Murali Rao, and Jose C
Principe, “Measures of entropy from data using infinitely di-
visible kernels,” IEEE Transactions on Information Theory,
vol. 61, no. 1, pp. 535–548, 2014.

[11] Shujian Yu, Luis Gonzalo Sanchez Giraldo, Robert Jenssen,
and Jose C Principe, “Multivariate extension of matrix-based
renyi’s α-order entropy functional,” IEEE Transactions on Pat-
tern Analysis and Machine Intelligence, 2019.

[12] Noam Slonim and Naftali Tishby, “Agglomerative information
bottleneck,” in Advances in Neural Information Processing
Systems, 2000, pp. 617–623.

[13] Anton Bardera, Jaume Rigau, Imma Boada, Miquel Feixas,
and Mateu Sbert, “Image segmentation using information bot-
tleneck method,” IEEE Transactions on Image Processing, vol.
18, no. 7, pp. 1601–1612, 2009.

[14] Ravid Shwartz-Ziv and Naftali Tishby, “Opening the black
box of deep neural networks via information,” arXiv preprint
arXiv:1703.00810, 2017.

[15] Adar Elad, Doron Haviv, Yochai Blau, and Tomer Michaeli,
“Direct validation of the information bottleneck principle for
deep nets,” in Proceedings of the IEEE International Confer-
ence on Computer Vision Workshops, 2019.

[16] Mohamed Ishmael Belghazi et al., “Mutual information neural
estimation,” in International Conference on Machine Learn-
ing, 2018, pp. 531–540.

[17] Andrew M Saxe et al., “On the information bottleneck theory
of deep learning,” Journal of Statistical Mechanics: Theory
and Experiment, vol. 2019, no. 12, pp. 124020, 2019.

[18] Shujian Yu, Kristoffer Wickstrøm, Robert Jenssen, and Jose C
Principe, “Understanding convolutional neural networks with
information theory: An initial exploration,” IEEE Transactions
on Neural Networks and Learning Systems, 2020.

[19] Artemy Kolchinsky, Brendan D Tracey, and David H Wolpert,
“Nonlinear information bottleneck,” Entropy, vol. 21, no. 12,
pp. 1181, 2019.

[20] Alessandro Achille and Stefano Soatto, “Information dropout:
Learning optimal representations through noisy computation,”
IEEE Transactions on Pattern Analysis and Machine Intelli-
gence, vol. 40, no. 12, pp. 2897–2905, 2018.

[21] Christopher P Burgess et al., “Understanding disentangling in
β-vae,” Advances in Neural Information Processing Systems
(workshop), 2017.

[22] Rajendra Bhatia, “Infinitely divisible matrices,” The American
Mathematical Monthly, vol. 113, no. 3, pp. 221–235, 2006.

[23] Feiya Lv, Shujian Yu, Chenglin Wen, and Jose C Principe,
“Mutual information matrix for interpretable fault detection,”
arXiv preprint arXiv:2007.10692, 2020.

[24] Adam Paszke et al., “Pytorch: An imperative style, high-
performance deep learning library,” in Advances in neural in-
formation processing systems, 2019, pp. 8026–8037.

[25] Martı́n Abadi et al., “Tensorflow: A system for large-scale
machine learning,” in 12th USENIX Symposium on Operat-
ing Systems Design and Implementation (OSDI 16), 2016, pp.
265–283.

[26] Rana Ali Amjad and Bernhard Claus Geiger, “Learning rep-
resentations for neural network-based classification using the
information bottleneck principle,” IEEE Transactions on Pat-
tern Analysis and Machine Intelligence, 2019.

[27] DJ Strouse and David J Schwab, “The deterministic informa-
tion bottleneck,” Neural Computation, vol. 29, no. 6, pp. 1611–
1630, 2017.

[28] Thomas M Cover, Elements of information theory, John Wiley
& Sons, 1999.

[29] Artemy Kolchinsky, Brendan D. Tracey, and Steven Van Kuyk,
“Caveats for information bottleneck in deterministic scenar-
ios,” in International Conference on Learning Representations,
2019.

[30] Gabriel Pereyra, George Tucker, Jan Chorowski, Lukasz
Kaiser, and Geoffrey Hinton, “Regularizing neural networks
by penalizing confident output distributions,” in International
Conference on Learning Representations (workshop), 2017.

[31] Karen Simonyan and Andrew Zisserman, “Very deep convolu-
tional networks for large-scale image recognition,” in Interna-
tional Conference on Learning Representations, 2015.

[32] Ian J Goodfellow, Jonathon Shlens, and Christian Szegedy,
“Explaining and harnessing adversarial examples,” in Inter-
national Conference on Learning Representations, 2015.

[33] Ralph Linsker, “Self-organization in a perceptual network,”
Computer, vol. 21, no. 3, pp. 105–117, 1988.

[34] R Devon Hjelm et al., “Learning deep representations by mu-
tual information estimation and maximization,” in Interna-
tional Conference on Learning Representations, 2018.


	1  Introduction
	2  Related work
	2.1  IB Principle and Deep Neural Networks
	2.2  Matrix-based Entropy Functional and its Gradient

	3  Deterministic Information Bottleneck
	4  Experiments
	4.1  Information Bottleneck (IB) Curve
	4.2  Image Classification
	4.2.1  MNIST
	4.2.2  CIFAR-10

	4.3  Behavior on Adversarial Examples

	5  Conclusions and Future Work
	6  References

