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ABSTRACT

Emotion recognition from speech is a challenging task. Re-
cent advances in deep learning have led bi-directional recur-
rent neural network (Bi-RNN) and attention mechanism as a
standard method for speech emotion recognition, extracting
and attending multi-modal features - audio and text, and then
fusing them for downstream emotion classification tasks. In
this paper, we propose a simple yet efficient neural network
architecture to exploit both acoustic and lexical information
from speech. The proposed framework using multi-scale con-
volutional layers (MSCNN) to obtain both audio and text hid-
den representations. Then, a statistical pooling unit (SPU)
is used to further extract the features in each modality. Be-
sides, an attention module can be built on top of the MSCNN-
SPU (audio) and MSCNN (text) to further improve the perfor-
mance. Extensive experiments show that the proposed model
outperforms previous state-of-the-art methods on IEMOCAP
dataset with four emotion categories (i.e., angry, happy, sad
and neutral) in both weighted accuracy (WA) and unweighted
accuracy (UA), with an improvement of 5.0% and 5.2% re-
spectively under the ASR setting.

Index Terms— Speech Emotion Recognition, Deep
Learning and Natural Language Processing

1. INTRODUCTION

Speech-based emotion recognition has raised a lot of atten-
tion in both speech and natural language processing in recent
years. Emotion recognition - the task of automatically rec-
ognizing the human emotional states (i.e. happy, sad, anger,
neutral) expressed in natural speech. It has been an important
sub-task in building an intelligent system in many fields, such
as customer support call review and analysis, mental health
surveillance, human-machine interaction, etc.

One important challenge in speech emotion recognition is
that, very often, the interaction between audio and language
can change the expressed emotional states. For example, the
utterance ‘Yes, I did quite a lot’ can be ambiguous without
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knowing prosody information. In contrast, “You know what,
I'm sick and tired of listening to you’ can be considered
neutral if the voice is flat and no lexical content is provided.
Thus, it is expected to consider both lexical and acoustic in-
formation in emotion recognition from speech.
Recently, deep learning based approaches has shown great
performance in emotion recognition [1} 2} 3]. Recurrent neu-
ral networks (RNN) and attention mechanism have demon-
strated impressive results in this task. In [2], an attention
network is used to learn the alignment between speech and
text, together with Bi-LSTM network to model the sequence
in emotion recognition. In addition, [3]] proposed a multi-hop
attention to select relevant parts of the textual data and then
attend to the audio feature for later classification purpose.
However, these proposed methods are typically computation-
ally expensive and complex in network structure.
In this paper, we first propose a simple convolutional neural
network (CNN) and pooling -based model termed as multi-
scale CNN with statistical pooling units (MSCNN-SPU),
which learns both speech and text modalities in tandem ef-
fectively for emotion recognition. Additionally, with an
attention module built on top of the MSCNN-SPU, resulting
in MSCNN-SPU-ATT, the overall performance can be further
improved. In our extensive experiments on the Interactive
Emotional Dyadic Motion Capture (IEMOCAP) dataset [4],
we show that a) Our MSCNN-SPU model outperforms previ-
ous state-of-the-art (SOTA) approaches for bi-modal speech
emotion recognition by 4.4% and 4.3% relative improvement
in terms of WA and UA; b) Attention module (MSCNN-SPU-
ATT) can further improve the overall performance by 0.6%
and 0.9% compare to the MSCNN-SPU.
The rest of the work is structured as follows, Section 2 com-
pares our work with prior studies in speech emotion recogni-
tion. We then present our proposed model in detail in Section
3. We show the extensive experimental results in Section 4 to
compare with previous works, and we conclude the paper in
Section 5.

Reproducibility. All our code will be available in open-
source on Githut[[]
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2. RELATED WORK

Various approaches to address speech emotion recognition
tasks have been investigated using classical machine learn-
ing algorithm. For example, previous works studied to model
handcrafted temporal features from raw signal using Hidden
Markov Models (HMMs) [3]], or rely on high-level statistical
features using Gaussian Mixture Models (GMMs) [6].

Benefited from the development of deep learning, many
approaches based on deep neural networks (DNNs) have
emerged recently. Researchers have demonstrated the ef-
fectiveness of CNNs in emotion classification with audio
features [7, 18] and text information [9]. Additionally, RNN
based models are also investigated to tackle the problem
through sequence modeling [[10]. However, either audio or
text is used in these methods; while human emotional state is
usually expressed through an interaction between speech and
text.

Multi-modal approaches make use of both text and au-
dio features. In [[11], a hybrid approach using WordNet and
part-of-speech tagging are combined with standard audio
features, then classified by a Support Vector Machine. Us-
ing DNNss, [12] extracted text features from multi-resolution
CNNs and audio information from BiLSTM, and optimized
the task using a weighted sum of classification loss and ver-
ification loss. In [2], an LSTM network is used to model
the sequence for both audio and text. Then, a soft align-
ment between audio and text is performed using attention.
[[1] fused learned features by introducing attention mecha-
nism between text and audio. Specifically, they proposed a
so-called multi-hop-attention mechanism to improve the per-
formance and achieved competitive results on the [IEMOCAP
dataset, which further exploiting the increasingly complicated
modelling scheme such as residual learning, attention, etc.

3. MODEL

In this section, we will discuss the architecture of our model.
We begin with the multi-scale convolutional neural network
in use. Next, the grouped parallel pooling layers - named
as statistical pooling unit (SPU), and the attention layer are
investigated accordingly.

3.1. Multi-scale CNN

Motivated by the Text-CNN architecture used in [9]], We
adopt and build multiple CNN layers using a group of filters
with different kernel sizes for the two separated path, text and
audio. We name it as Multi-scale CNN (MSCNN). As shown
in Figure [T] various single layer two-dimensional convolu-
tions with ReLLU activation [13]] are applied in parallel to the
input features for text and audio. We employ [a1, ..., an] to
represent the sequence of acoustic feature vectors (i.e. Mel-
Frequencycepstral Coefficients, or MFCC) in an utterance ,

where N is the number of frames; [¢1, ..., t5s] represents word
embedding vectors, with M indicates the number of tokens
in a sentence. Let Q4T = {(5,d*7),s € SAT} be sets of
kernels for audio modality (superscript ‘A’) and text modality
(superscript “T”), where s is the kernel size along the dimen-
sion of input sequence, and d* and d” are the dimensions of
MFCC and word embedding vectors respectively.
By applying the MSCNN, a set of feature maps are ob-
tained:
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where k is the kernel function, and @ stands for the input fea-
ture. Each of the output feature map yé’g) co 1s a 2D-matrix
which keeps the sequential context while having a series of
hidden representations corresponding to the various CNN fil-

ters.

3.2. Statistical Pooling Unit (SPU)

Previous work with CNNs for emotion recognition task fre-
quently use a single layer of global max-pooling or global
average-pooling, and has been proven efficient in [[7, [8]. It
is intuitive that the abstraction provided by different pool-
ing techniques can help in modeling different emotions.
Therefore, we propose a statistic pooling unit (SPU, de-
noted as G,Sypel{{ma,(’avg&d}) which consists of three parallel
one-dimensional poolings along the sequence modelling di-
rection: a) global max pooling; b) global average pooling;
c) global standard deviation pooling, as shown in equation [3]
The SPU operation is applied to the output of MSCNN, as
shown in the following equation:

E= {GiPU (GYSNN(z)) |ov € ©Q, v € {max, avg, std}} (3)

3.3. Attention

Inspired by the concept of attention mechanism in [1} 3], we
propose a bi-modal attention layer build on top of the audio-
MSCNN-SPU and the text-MSCNN. Different from previous
work, We consider the outputs from the former as context vec-
tOrS €. ¢ {max,ave,std) (1. the max-pooling, avg-pooling, std-
pooling feature vectors from the audio branch). The weight-
ing coefficient s; is computed as a product between the con-
text vectors e, and the ky, output feature map from text-
MSCNN hy; in terms of the outputs from max-pooling, avg-
pooling and std-pooling, respectively, as shown in Figure
The resulting attention vector S is obtained by weighting hy,
with s}, as indicated in the following equations:
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Fig. 1. Architecture of the MSCNN-SPU-ATT model. From bottom to top: a) Input layer: prepare MFCC features from the
raw audio and word embedding vectors from the text; b) ¢) d) MSCNN + SPU + Attention: concatenate features extracted at
multiple scales followed by statistic pooling units and attention; e) Output layer: emotion classification with softmax layer after

dimension reduction for audio and text feature vectors.
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3.4. Classification Layer

For speech emotion classification, audio and text feature vec-
tors from SPU as well as the attended vector are concatenated,
combining with SWEM vector which is the concatenation of
results from various poolings over the learned word embed-
dings directly [14]. The resulting vector is passed through a
fully-connected layer for dimensionality reduction. Finally, a
softmax layer is used to classify the input example into one
of the m-class emotions, with categorical cross entropy as the
loss function:

L=—> yilog(i) )
=1

4. EXPERIMENTS

We discuss the dataset, feature extraction, implementation de-
tails and evaluation results in this section.

4.1. Data

We use the IEMOCAP dataset [4], which is a widely used
benchmark in emotion recognition research. It contains ap-
proximately 12 hours of audiovisual data from 10 experi-

enced actors (5 males and 5 females) in both improvised
and scripted English conversations. For each dialogue, the
emotional information is provided in the mode of audio,
transcriptions, video, and motion capture recordings. We
use audio and transcriptions only in this research. To be
comparable with previous researches [} 2 3]}, 4 categories
of emotions are used: angry (1103 utterances), sad (1084
utterances), neutral (1708 utterances) and happy (1636 ut-
terances, merged with excited), resulting in a total of 5531
utterances. Following previous work, we perform a 10-fold
cross-validation with 8, 1, 1 in train, dev, test set respectively.
Every experiment is run for 3 times to avoid randomness, and
the averaged result is used as the final performance score.

4.2. Feature Extraction and Implementation Details

For the audio feature, we use 32-dimensional MFCC feature
(frame size 25 ms, hop length 10 ms with Hamming window)
combined with its first- and second-order frame-to-frame
difference, making it a feature with dimension of 96 in to-
tal. The MFCC features are extracted using the librosa
package. Besides, the X-vector embeddings [16] are used
as a complementary audio feature, which is extracted from a
pre-trained TDNN model on the VoxCeleb dataset in the
speaker identification task, using the Kaldi speech recogni-
tion toolkit [[18]]. For the text feature, we use 300-dimensional
GloVe embedding as the pretrained word embedding for
the tokenized transcripts. In addition to the ground-truth
text provided by the IEMOCAP database, audio-based ASR



Table 1. Comparison results on the IEMOCAP dataset us-
ing speech-only, ground-truth transcript, and ASR processed
transcript from Google Cloud Speech APIL. ‘A’ and ‘T’ rep-
resents audio modality and text modality respectively. Bold
font indicates best performance.

Methods Modality WA UA
Speech-only
Audio-BRE [3]] A 64.6% 65.2%
CNN+LSTM [20] A 68.8% 59.4%
TDNN+LSTM [21] A 70.1% 60.7%
Audio-CNN (ours) A 65.4% 66.7%
Audio-CNN-xvector (ours) A 66.6% 68.4%
Ground-truth transcript
Text-BRE [3]] T 69.8% 70.3%
Text-CNN (ours) T 67.8% 67.7%
MDRE [1]] A+T 71.8% -
Learning alignment [2] A+T 72.5% 70.9%
MHA [3]] A+T 76.5% 77.6%
MSCNN-SPU (ours) A+T 79.5% 80.4%
MSCNN-SPU-ATT (ours) A+T 80.3% 81.4%
ASR transcript

Text-CNN (ours) T 62.4% 61.5%
MDRE [1]] A+T 69.1% -
Learning alignment [2] A+T 70.4%  69.5%
MHA [3] A+T 73.0% 73.9%
MSCNN-SPU (ours) A+T 774% 78.2%
MSCNN-SPU-ATT (ours) A+T 78.0% 79.1%

transcripts are obtained through the Speech-to-Text API from
Google The performance of the Google Speech-to-Text
API is evaluated in terms of the word error rate (WER),
which yields 5.80%.

To implement our model, the filter number is set to 128 for
every CNN layer. In text encoder, SWEM-max and SWEM-
avg features [14] are obtained from the word embeddings and
then appended to the output of text-SPU. On the other hand,
X-vector embeddings are appended to the output of audio-
SPU. We minimize the cross-entropy loss using Adam op-
timizer with a learning rate of 0.0005. Gradient clipping is
employed with a norm 1. The dropout method is applied with
a dropout rate of 0.3 for the purpose of regularization. The
batch size is set to 64. Besides, The evaluation metrics used
are weighted accuracy (WA) and unweighted accuracy (UA

Table 2. Ablation study on proposed model. The gain for
each component is shown.

Methods WA UA

MSCNN-SPU-ATT 80.3% 81.4%
MSCNN-SPU 79.5% 80.4%
w/o X-vectors 78.5% 79.3%
w/o Text-SPU (with max-pooling only) 77.7% 78.6%
w/o Text-SWEM 772% 78.3%
w/o Audio-SPU (with max-pooling only) | 73.5% 74.0%

4.3. Performance Evaluation

The experimental results are presented in Table [I] First, we
train models with single modality (utterance or ground-truth
transcripts only). For speech modality, we use MSCNN+SPU
as proposed in Section 3. Besides, we also report the experi-
mental results using Audio-BRE (LSTM) in [3], CNN+LSTM
in [20] and TDNN+LSTM in [21] for comparison. For text
modality, we employ MSCNN+SPU to compare with the
Text-BRE [3]. Second, we compare our proposed approach
with other multimodal approaches. One straightforward way
is to train one LSTM network for each modality, then con-
catenating the last hidden state from each, as depicted in
MDRE [1]]. Learning alignment [2] employs an LSTM net-
work to model the sequence for both audio and text. Then,
a soft alignment between audio and text is performed using
attention in the model. In MHA [3], a so-called multi-hop
attention is proposed, using hidden representation of one
modality as a context vector and apply attention method to
the other modality, then repeating such scheme several times.
As shown in Table |1} Our proposed approach achieves the
best results on both WA (80.3%) and UA (81.4%) compar-
ing to the other approaches reported in their original papers.
In practical scenario, the ground-truth transcript may not
be available. Therefore, we also performed experiments
using ASR-processed transcript shown in Table[I] The ASR-
processed transcript degrades the performance (roughly 2%)
comparing to ground-truth transcripts. However, the per-
formance of our model is still competitive, specifically, it
outperforms the previous SOTA by 5.0% and 5.2% in WA
and UA respectively. Furthermore, we conducted an abla-
tion study to analyze the influence of each component in our
model, as illustrated in Table 2]

5. CONCLUSIONS

In this paper, we proposed a simple yet effective CNN and
attention based neural network to solve the emotion recog-

2Google, Cloud speech-to-text, |ttp://cloud.google.com/speech-to-text/.
3WA: the classification accuracy of all utterances; UA: average of the
accuracy from each individual emotion categories
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nition task from speech. The proposed model combines au-
dio content and text information, forming a multimodal ap-
proach for effective emotion recognition. Extensive experi-
ments show that the proposed MSCNN-SPU-ATT architec-
ture outperforms previous SOTA in 4-class emotion classifi-
cation by 5.0% and 5.2% in terms of WA and UA respectively
in IEMOCAP dataset. The model is further tested on ASR-
processed transcripts and achieved competitive results which
shows its robustness in real world scenario when ground-truth
transcripts are not available.
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