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ABSTRACT

Reconfigurable intelligent surfaces (RISs) are regarded as
an emerging technology for the next generation of wireless
communications. In this paper, we consider a multiple-input
multiple-output network where each base station serves a
user equipment with the aid of an RIS equipped with N re-
configurable elements. We characterize the interference at
one user equipment that is caused by the signal emitted by its
non-serving (interfering) RIS. By assuming Rayleigh fading
channels, we study the corresponding interference-to-noise-
ratio (INR) under the assumption of large values of N , and
we prove that the INR is the product of a Chi-Square random
variable (RV) and an RV that is approximated with a Gamma
distribution. In addition, we prove that the amount of fading
of the INR is equal to one in the large N regime.

Index Terms— Reconfigurable intelligent surfaces, multi-
antenna transmission, performance analysis.

1. INTRODUCTION
A reconfigurable intelligent surface (RIS) is an emerging
technology for increasing the reliability of wireless commu-
nications at a reduced hardware cost and energy consumption
[1], [2]. An RIS is capable of realizing passive beamforming
by adding customized phase shifts to the incident waves, thus
appropriately shaping the scattered waves towards specified
locations [3], [4]. In contrast with traditional relays, an RIS
does not need power amplifiers, introduces no additive noise,
and no self-interference in full-duplex implementations [5].

Modeling and analyzing the performance of RIS-aided
wireless systems is an open research issue. As outlined in
a recent survey and tutorial paper [2], several authors have
investigated the joint optimization of the beamforming vec-
tor at the transmitter, the matrix of phase shifts at the RIS,
and the combining vector at the receiver. However, very
few papers have tackled the evaluation of the performance of
multiple-input multiple-output (MIMO) RIS-aided systems in
fading channels [6]. In [6], the authors have recently charac-
terized the distribution of the signal-to-noise-ratio (SNR) by
using tools from random matrix theory and by capitalizing on
the optimization framework introduced in [7]. The existing

Table 1: Main notation (RV = random variable)

Symbol Definition
d
=, ∼ Equivalent in distribution, distributed as
N�1
= ,

N�1
≈ ,

N�1∝ Equality, approximation and scaling law if N � 1
diag(x) a diagonal matrix with diagonal given by vector x
arg (x) the angle of the complex variable x.
E, V Expectation, variance
<, = Real part, imaginary part
(·)H , (·)∗ Hermitian operator, complex conjugate operator
|·|, ‖·‖ Absolute value, norm of a vector
0A×B A×B matrix with all zero entries
1A×B A×B matrix with all one entries
N

(
m,σ2

)
Gaussian RV (E = m, V = σ2)

CN
(
m,σ2

)
Complex Gaussian RV (E = m, V = σ2)

G (k, θ) Gamma RV (E = kθ, V = kθ2)
X 2 (k) Central Chi-Square RV (E = k, V = 2k)

works, however, consider a single transmitter, a single RIS,
and a single receiver. Thus, they ignore the interference that is
generated by the presence of multiple RISs that are optimized
for serving their respective transmitters and receivers.

Motivated by these considerations, we analyze a two-
user interference channel in the presence of two RISs. Each
MIMO transmitter communicates with its intended MIMO
receiver with the aid of an RIS. Each RIS is equipped with
N reconfigurable elements that are optimized to maximize
the received SNR of each intended user. Therefore, each RIS
constitutes a source of interference for the non-intended user.
We introduce an analytical approach for characterizing the
distribution of the interference-to-noise-ratio (INR) at each
receiver, and to study its scaling laws as a function of N
in terms of mean, variance, and amount of fading (AF) [8].
Numerical results are illustrated to validate the analysis.

Notation: The main notation is defined in Table I.

2. SYSTEM MODEL
We consider the RIS-aided communication system depicted
in Fig. 1, which is made of two base stations (BSs), two users
(UEs), and two RISs. BSi communicates with UEi via RISi,
i = 1, 2, where BSi is equipped with NT transmit antennas,
UEi is equipped with NR receive antennas, and RISi is made
of N reconfigurable elements that apply independent phase
shifts to the incident signal. We assume that perfect channel
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Fig. 1: RIS-aided MIMO communication system.

state information (CSI) is known at the BSs, the UEs, and
the RISs. The impact of channel estimation and configuration
can be taken into account as recently described in [7], but it is
here not considered for simplicity.

The NT × 1 unit-norm beamforming vector at BSi is de-
noted by qi and the NR × 1 unit-norm combining vector at
the receiver is denoted by wi. The phase shift applied by
the nth element of RISi is denoted as φi,n. For ease of no-
tation, the N phase shifts of RISi are collected in the N ×
N diagonal matrix Φi, i = 1, 2, that is defined as Φi =
diag

(
ejφi,1 , ejφi,2 , . . . , ejφi,N

)
. To simplify the analysis, we

assume that the channel link from BSi to RISj (i 6= j) is
blocked. This implies that the interference is available only at
the UEs. Our goal is to study the interference at UE1 caused
by RIS2 (a similar analysis can be applied at UE2).

Assuming a unit noise power and normalizing with re-
spect to the path-loss, the received signal-to-noise-ratio
(SNR) at UEi can be written as follows [7]:

SNRi =
∣∣wH

i GiΦiHiqi
∣∣2 (1)

where Hi ∼ CN (0N×NT
, IN×NT

) is the channel from BSi
to RISi and Gi ∼ CN (0NR×N , INR×N ) is the channel from
RISi to UEi, i = 1, 2. Also, G12 ∼ CN (0NR×N , INR×N ) is
the channel link from RIS2 to UE1.

The receiver combining vector at UEi, the transmit beam-
forming vector at BSi, and the phase shifts matrix at RISi are
jointly optimized to maximize SNRi in (1). In [7], the authors
have recently proved that the maximum SNRi that is obtained
by optimizing the triplet (qi,Φi,wi) can be formulated as:

SNRi ≈ γ0N2maxl,k

{
λk,Giλl,Hi |Υl,k|2

}
Υl,k =

∑N

n=1
|vk,G (n)| |ul,H (n)|

(2)

where: (i) λk,Gi
is the kth non-zero eigenvalue of the matrix

WGi
= 1

NGH
i Gi and λl,Hi

is the lth non-zero eigenvalue of
the matrix WHi

= 1
NHH

i Hi ; (ii) vk,Gi
and uk,Gi

are the
kth eigenvectors of WGi

and WGH
i

; and (iii) vl,Hi
and ul,Hi

are the lth eigenvectors of WHi and WHH
i

, respectively.
Denoting the optimal indices (k, l) that maximize SNRi

in (2) by (ki, li), the triplet (qi,Φi,wi) that maximizes SNRi
is:

wH
i = uHki,Gi

, qi = vli,Hi

φi,n = − arg
{
v∗ki,Gi

(n) uli,Hi
(n)
} (3)

The distribution of SNRi in (2) is characterized in [6].
In this paper, on the other hand, we focus our attention on
the INR at UE1 that is obtained by considering the optimized
triplet (q2,Φ2,w1) in (3). In particular, the INR at UE1 can
be written as follows:

INR =
∣∣wH

1 G12Φ2H2q2

∣∣2 (4)

Let Hi =
∑rHi
r=1

√
Nλr,Hiur,Hiv

H
r,Hi

be the singular
value decomposition of Hi where rHi = rank (Hi) is the
rank of Hi. From (3), we have Hiqi =

√
Nλli,Hi

uli,Hi
,

which implies:

INR = Nλl2,H2

∣∣uHk1,G1
G12Φ2ul2,H2

∣∣2 (5)

By denoting κ = uHk1,G1
G12Φ2ul2,H2

, (5) can be rewrit-
ten as follows:

INR =Nλl2,H2
|κ|2 (6)

Based on [6, Lemma 2], uHk1,G1
, ul2,H2 , vk2,G2 are

equivalent in distribution to the following random variables:

uHk1,G1

d
= û1 = u1/ ‖u1‖

ul2,H2

d
= û2 = u2/ ‖u2‖

vk2,G2

d
= v̂2 = v2/ ‖v2‖

(7)

where u1 ∼ CN (01×NR
,11×NR

), u2 ∼ CN (01×N ,11×N ),
and v2 ∼ CN (01×N ,11×N ) are mutually independent.

By denoting p = û1G12, we have κ = pΦ2û2. From the
definition of Φ2, we have κ =

∑N
n=1 p (n) û2 (n) exp (jφ2,n).

Therefore, κ simplifies to:

κ =
∑N

n=1
|p(n)| |û2(n)| exp(jδ(n)) (8)

where, from (3), we have:

δ(n) = arg (p (n) û2 (n))− arg
{
v∗k2,G2

(n) û2 (n)
}

= arg (p (n)) + arg (vk2,G2 (n))
(9)

Since arg(vk2,G2(n))
d
= arg(ul2,H2(n))

d
= arg(û2(n)),

then κ in (8) is equivalent in distribution to the following:

κ
d
=
∑N

n=1
û2 (n) p (n) (10)

Based on (10), we evince that the phase shift φ2,n intro-
duced by RIS2 does not change the distribution of κ. From
(6), the INR can be formulated as follows:

INR
d
=Nλl2,H2

∣∣∣∣∑N

n=1
û2 (n) p (n)

∣∣∣∣2 (11)

Next, we characterize the distribution of the INR in (11).

3. ANALYSIS OF THE
INTERFERENCE-TO-NOISE-RATIO

In this section, we analyze the distribution, the mean, the vari-
ance, and the AF of the INR in (11), as well as the correspond-
ing scaling laws as a function of N .



Theorem 1. Consider the INR in (11). The following approx-
imate equivalent in distribution representation holds true:

INR
d
≈Nλ+H

∣∣∣∣∑N

n=1
û2 (n) p (n)

∣∣∣∣2 (12)

where û1 = u1

‖u1‖ , û2 = u2

‖u2‖ , u1 ∼ CN (01×NR
,11×NR

),

u2 ∼ CN (01×N ,11×N ), p (n) =
∑NR

m=1 û1 (m) G12 (m,n),
G12 ∼ CN (0NR×N ,1NR×N ), and λ+H is a Gamma RV,
whose mean and variance are defined as follows:

E
(
λ+H
)

= α1 (NT , N)− α0β1 (NT , N)

V
(
λ+H
)

= β0β
2
1 (NT , N)

(13)

where α0 = 1.7711, β0 = 0.8132 and:

α1(NT , N)=
(

1 +
√
NT /N

)2
β1(NT , N)=N−2/3

(
1+
√
NT /N

)(
1+
√
N/NT

)1/3
(14)

Proof. From [6, Lemma 3], the eigenvectors and the eigen-
values of a Wishart matrix with zero mean complex Gaus-
sian entries are independent. Also, λl2,H2

in (11) is the maxi-
mum eigenvalue of the WH2

= 1
NHH

2 H2 whose distribution
can be well approximated with a Gamma RV as stated in [6,
Lemma 1] based on [9, 10]. This concludes the proof.

Theorem 2. If N � 1, the following holds true:

INR
N�1

=
N

2
λ+HQ (15)

where λ+H ∼ G((E(λ+H))
2
/V(λ+H),V(λ+H)/E(λ+H)) is a

Gamma RV with E(λ+H) and V(λ+H) given in (13), and
Q ∼ χ2(2) is a Chi-Squared RV with two degrees of freedom.

Proof. From Theorem 1, λ+H can be approximated as a
Gamma random variable as follows:

λ+H ∼ G
((

E
(
λ+H
))2

/V
(
λ+H
)
,V
(
λ+H
)
/E
(
λ+H
))

(16)

For N � 1, by virtue of the central limit theorem,
κ =

∑N
n=1 û2 (n) p (n) in (12) can be approximated with

a Gaussian RV. By definition, p = û1G12, and by denoting
ϑ (n,m) = û1 (m) û2 (n) G12 (m,n), we have:

E (κ) = E
(∑N

n=1
û2 (n) p (n)

)
=
∑N

n=1

∑NR

m=1
E (ϑ (n,m))

(17)

Since G12, û1 and û2 are mutually independent and
E (G12(m,n)) = 0, we have E(ϑ(n,m)) = 0 and E(κ) = 0.
Thus, V(κ) = E((κ− E(κ))(κ− E(κ))∗) = E(κκ∗) is:

V (κ) = E

(
N∑

n1=1

NR∑
m1=1

N∑
n2=1

NR∑
m2=1

ϑ (n1,m1)ϑ∗ (n2,m2)

)
(18)

If (n1,m1) 6= (n2,m2), G12 (m1, n1) and G12 (m2, n2)
are independent, then E (G12 (m1, n1) G∗12 (m2, n2)) =
E (G12 (m1, n1))E (G∗12 (m2, n2)) = 0. Therefore, (18) is
non-zero only for (n1,m1) = (n2,m2), and it simplifies to:

V (κ) =
∑N

n1=1

∑NR

m1=1
E
(
|ϑ (n1,m1)|2

)
(19)

From [6, Lemma 4], we obtain E(|û1(m1)|2) = 1
NR

,
E(|û2(n1)|2) = 1

N . Also, E(|G12(m1, n1)|2) = 1 because
G12(m1, n1) ∼ CN (0, 1). Therefore, (19) is equal to:

V (κ) = 1 (20)

From the central limit theorem, we have κ ∼ CN (0, 1).
Consequently,

√
2<(κ),

√
2=(κ) ∼ N (0, 1) and Q = 2|κ|2

can be written as Q = (
√

2<(κ))2 + (
√

2=(κ))2 ∼ χ2(2).
This concludes the proof.

Based on Theorem 2, we evince that, for N � 1, the INR
is the product of an (approximate) Gamma RV and a Chi-
Square RV with two degrees of freedom. Also, the two RVs
are mutually independent. In the following propositions, we
characterize the mean, the variance, and the AF of the INR
based on Theorem 2.

Proposition 1. Assume N � 1. The mean and the variance
of the INR in (15) can be formulated as follows:

E (INR)
N�1

= NE
(
λ+H
)

V (INR)
N�1

= 2N2V
(
λ+H
)

+N2
(
E
(
λ+H
))2 (21)

Proof. From (15), we obtain:

E(INR)
N�1

= (N/2)E(λ+H)E(Q)
(a)
= NE(λ+H)

E(INR2)
N�1

= (N/2)2E((λ+H)2)E(Q2)

(b)
= 2N2E((λ+H)2)

(22)

where (a) follows from E(Q) = 2 and (b) follows from
E(Q2) = V(Q)+(E(Q))2 = 8. Using E((λ+H)2) = V(λ+H)+
(E(λ+H))2 and V(INR) = E(INR2)− (E(INR))2, we obtain
(21). This concludes the proof.

From Proposition 1, we can infer the scaling laws of the
mean, variance, and AF as a function of N by taking into
account the distribution of λ+H in Theorem 1. The final result
is formally stated in the following proposition.

Proposition 2. Assuming N � 1 and let the AF of the INR
be AFINR = V (INR) /(E (INR))

2. As a function of N ,
while keeping the other parameters fixed, the following scal-
ing laws hold:

E (INR)
N�1∝ N

V (INR)
N�1∝ N2

AFINR
N�1∝ 1

(23)
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Fig. 2: Mean and variance of the INR.
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Fig. 3: AF of the INR.

Proof. Consider the definitions in (12) and (13). When

N � 1, we have (1 +
√
NT /N)

N�1∝ 1 and (1 +
√
N/NT )

N�1∝
√
N/NT . Thus, we obtain α1 (NT , N)

N�1∝ 1 and

β1(NT , N)
N�1∝ NT

−1/6N−1/2, and, from (13), we have:

E
(
λ+H
)

= α1 (NT , N)− α0β1 (NT , N)

N�1∝ 1− α0NT
−1/6N−1/2

N�1∝ 1

V
(
λ+H
)

= β0β
2
1 (NT , N)

N�1∝ β0NT
−1/3N−1

(24)

Therefore, from (21), we obtain:

E (INR)
N�1

= NE
(
λ+H
)N�1∝ N

V (INR)
N�1

= 2N2V
(
λ+H
)

+N2
(
E
(
λ+H
))2

N�1∝ 2β0NT
−1/3N +N2 N�1∝ N2

(25)

Finally, we have AFINR = V (INR) /(E (INR))
2 N�1∝ 1.

This concludes the proof.
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Fig. 4: CDF of the INR: Simulations vs. Theorems 1 and 2.

4. NUMERICAL RESULTS
In this section, we illustrate some numerical results in order
to substantiate the obtained analytical findings against Monte
Carlo (MC) simulations. Figure 2 shows the mean and vari-
ance of the INR, and compares MC simulations and Proposi-
tion 1. Figure 3 compares the AF obtained from MC simula-
tions against the analytical definition of the AF obtained from
(21), and the scaling laws in (23). In both figures, we obtain a
good agreement for N � 1. Finally, Fig. 4 reports the cumu-
lative distribution function (CDF) of the INR obtained from
MC simulations, and compares it against the corresponding
CDF obtained from Theorems 1 and 2. Also in this case, we
obtain a good agreement between analysis and simulations.

By comparing the distribution of the INR with that of the
SNR obtained in [6], we evince that an RIS is capable of re-
ducing the AF of the intended link linearly with N , while
this scaling law is not observed for the INR (i.e., the AF is
constant with N ). The study conducted in this paper high-
lights that the interference-aware optimization of RISs may
be needed to achieve a better robustness to the interference.

5. CONCLUSION
We have introduced an analytical framework to character-
ize the distribution of the INR in RIS-aided systems. Over
Rayleigh fading, in particular, we have proved that the INR
is asymptotically equivalent in distribution to the product of
a Gamma RV and a Chi-Square RV. Also, the AF is proved to
be independent of the number N of reconfigurable elements.

Generalizations of the results reported in this paper in-
clude the analysis and optimization of RIS-assisted communi-
cations based on electromagnetic-compliant communication
models, such as that recently introduced in [11] and [12].
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