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ABSTRACT

We study the problem of adaptive contention window (CW) design
for random-access wireless networks. More precisely, our goal is to
design an intelligent node that can dynamically adapt its minimum
CW (MCW) parameter to maximize a network-level utility knowing
neither the MCWs of other nodes nor how these change over time.
To achieve this goal, we adopt a reinforcement learning (RL) frame-
work where we circumvent the lack of system knowledge with local
channel observations and we reward actions that lead to high util-
ities. To efficiently learn these preferred actions, we follow a deep
Q-learning approach, where the Q-value function is parametrized us-
ing a multi-layer perceptron. In particular, we implement a rainbow
agent, which incorporates several empirical improvements over the
basic deep Q-network. Numerical experiments based on the NS3
simulator reveal that the proposed RL agent performs close to opti-
mal and markedly improves upon existing learning and non-learning
based alternatives.

Index Terms— Wireless network, random access, contention
window, reinforcement learning, deep Q-learning.

1. INTRODUCTION

Wireless networks have become an essential part of our lives. We use
them for a wide range of purposes including video streaming, web
services, and file sharing. Moreover, the number of wireless devices
is constantly increasing, thus precipitating the urgent need for smart
and efficient access to the limited available spectrum. Though often-
times preferred due to their simplicity, conventional random access
protocols such as IEEE 802.11 lead to suboptimal spectrum utiliza-
tion and, more importantly, the performance of these protocols drops
significantly under dynamic and uncertain settings [1–3].

In this context, there has been growing interest over the last few
years in improving the management of wireless networks under un-
certain scenarios. A testament to this trend is the recently completed
DARPA spectrum collaboration challenge [4]. In this competition,
multiple wireless networks are present in the same geographical area
and, without full information about the protocols employed by each
network, they must interact with each other to efficiently utilize the
shared spectrum. Furthermore, recent works on heterogeneous net-
works [5–7] analyze the efficient spectrum management in the case
where nodes in the same network may follow different access proto-
cols.
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Following this trend, we consider the scenario where nodes do
know the protocol followed by others but the uncertainty stems from
not knowing key parameters governing this protocol. In particular,
we consider a binary exponential backoff protocol with the mini-
mum contention window (MCW) being the key unknown parame-
ter to be designed. The proposed uncertain scenario is of empirical
relevance in cases where nodes may act unfairly by reducing their
MCW to acquire more channel access at the expense of others. In
this setting, we would rely on intelligent agents to adapt their own
MCW to restore fairness [3]. A similar situation might arise when a
new node joins a network and, without full knowledge of others’ pa-
rameters, the new node seeks to learn their dynamics and predict the
optimal MCW value at every time. We address this setting of param-
eter uncertainty by modeling the problem through a reinforcement
learning (RL) framework and adapting state-of-the-art deep learning
techniques for its solution.
Related work. The problem of optimal CW design has been studied
extensively over the past decades [8–14]. For example, authors in [8]
and [11] set the optimal MCW as a linear function of the estimated
number of active nodes. Furthermore, control-based [9] and game-
theoretic [10] approaches have been developed to avoid the need
for estimating the number of nodes. However, unlike our setting,
all these approaches assume that the nodes behave in a cooperative
manner by either choosing the same MCW or by not deviating from
a prespecified behavior. Another class of approaches relies on modi-
fications in the increase and decrease of the CW instead of finding an
optimal MCW [2,15,16]. For instance, under [15], a node multiplies
its current CW by a constant factor if packets collide and decreases it
by subtracting a constant value if the transmission is successful. Our
approach differs from this body of work since it does not deviate
from the current protocol structure and is learning-based as opposed
to being controlled by preset rules.

Motivated by the recent success of machine learning applied to
wireless networks [17–22], learning-based solutions have been pro-
posed for optimal distributed CW design [3,23–26]. Germane to our
approach is [24], where (non-deep) Q-learning is applied. However,
since the Q-function is learned as a table instead of parametrized
by a neural network, the authors deviate from the current protocol
and consider a different (much smaller) state-action space to enable
learning. Another relevant approach is presented in [3], which con-
siders a similar setting to ours but proposes a supervised learning
strategy based on a random forest algorithm. As such, it performs
well in a static scenario but fails to generalize to the cases where
other nodes vary their CW parameters, as we illustrate through ex-
periments.
Contribution. The contributions of this paper are twofold:
i) We formulate the problem of adaptive MCW design as an RL prob-
lem and implement a deep Q-learning architecture for its solution.
ii) Through NS3 simulations, we compare the proposed solution
with established baselines and demonstrate its near-optimal perfor-
mance across several scenarios.
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2. SYSTEM MODEL AND PROBLEM STATEMENT

We consider a wireless network with N nodes transmitting packets
to a central access point. Nodes follow a binary exponential backoff
mechanism as mentioned in the IEEE 802.11 protocol for channel
access. The exponential backoff mechanism reduces collisions in
the channel by specifying the amount of time slots that each node
must wait before a transmission [1]. More precisely, before every
transmission, a node draws the number of slots to wait from a uni-
form distribution in (0, c − 1), where c is equal to the MCW ω if
the previous transmission was successful. After the first collision, c
is increased to 2ω to promote longer waiting times and reduce the
probability of further collisions. In general, c is chosen as 2jω after
j successive collisions, and saturates at a maximum permissible pre-
specified value. The network is assumed to be operating in a high-
load regime where every node has packets to transmit at all times.
Furthermore, all nodes are assumed to be in range of all other nodes
and there are no hidden nodes [1].

The network is observed in discrete intervals k = 1, 2, . . ., each
of duration T seconds. Within each time interval k, we assume the
MCW of all nodes ωk = [ωk0 , ω

k
1 , . . . , ω

k
N−1]> to be constant. As

described in Section 1, we consider the problem of CW design from
the point of view of an intelligent node (here node 0) that seeks to
optimize ωk0 without knowledge of the MCW of other nodes and,
even more challenging, in a setting where these values might change
from one interval k to the next. We model the MCW of every other
node ωki for i 6= 0 as a discrete-time stochastic process that can take
values in a finite state space Ω. In selecting the right MCW, node
0 must rely exclusively on local information. In particular, for each
interval k, apart from knowing its own ωk0 , node 0 observes the frac-
tion of time fk that it transmits without collision and the fraction of
time bk that other nodes transmit without collision. Based on this,
we define the observation vector ok = [fk, bk]>. Notice that ok is
a random vector that depends on ωk through the (stochastic) expo-
nential backoff mechanism. Lastly, to discuss optimal CW design
we need to focus on a notion of utility. In our case, we associate
interval k with the fairness utility given by

u(ok, N) = 1−
∣∣∣∣ fk

bk + fk
− 1

N

∣∣∣∣ . (1)

Intuitively, with N nodes in the network and under the high-load
assumption, the fair share of node 0 would be to transmit 1/N -th
of the total transmit time during interval k, while the actual propor-
tion of transmit time is given by fk/(bk + fk). The discrepancy
between these two numbers can be seen as a fairness loss and the
utility u(ok, N) subtracts this loss from a perfect utility of 1. Notice
that in computing (1), the total number of nodes N is assumed to be
known to (or accurately estimated by) node 0. With this notation in
place, we formally state our optimal CW design problem.

Problem 1. Given N and the history {ok, ωk0}K−1
k=1 , determine the

MCW ωK0 to maximize E
(∑∞

k=K α
k−Ku(ok, N)

)
.

At every discrete-time instant K, our intelligent node is faced
with an instance of Problem 1: it knows the size of the network N ,
its past decisions {ωk0}K−1

k=1 , and how these past decisions worked
out in terms of realized proportions of channel occupancy {ok}K−1

k=1 .
With this information, node 0 seeks to maximize future fairness. In
general, it seeks to maximize not only the immediate fairness at time
K but rather an infinite-horizon discounted sum, where α ∈ (0, 1)
establishes the relative importance of future utilities. Since ok is a
random vector, future utilities are random variables, as is their dis-
counted sum. Hence, the objective of node 0 is to maximize the

expected value of this discounted sum. In the next section, we frame
Problem 1 from an RL perspective and propose to solve it via deep
Q-learning. Finally, notice that even though in this paper we focus on
fairness, a similar problem can be postulated to maximize through-
put or other measures of interest by modifying the utility in (1).

3. DEEP Q-LEARNING FOR CW DESIGN

A first naive approach towards solving Problem 1 would be to try
to explicitly compute the expected value of the discounted utilities.
The first obstacle in achieving this is that we do not have access to
the underlying stochastic process regulating the evolution of ωki for
i 6= 0. Thus, we would first need to adopt a model for this stochastic
process – e.g., a Markov process with |Ω|N−1 states representing the
|Ω| possible choices of the N − 1 nodes – and then estimate from
data the parameters of this model such as the transition probability
matrix of the Markov process. Apart from being computationally
expensive, we would then face a second obstacle related to partial
observability, namely that node 0 does not have access to the true
state of the network ωk but rather to a real-valued observation ok

whose distribution depends on ωk. Inferring the transitions between
these hidden states further increases the complexity, indicating that
a classical model-based approach is not well-suited to solve Prob-
lem 1.

We turn our attention to a learning-based approach under the
framework of RL, where the lack of system knowledge is overcome
through methodical interactions with the system. In particular, in-
spired by its success on other problems pertaining to wireless net-
works [17–21], we focus on Q-learning. RL problems are modelled
using Markov decision processes where an agent learns by interact-
ing with an environment. At every time step k, the agent takes an
action ak that affects the state of the environment. The state changes
from sk to sk+1 and the agent gets a reward r(sk, ak). The action
taken by the agent at each state ak = π(sk) is given by the policy
π, a mapping from the set of states S to the set of actions A. The
goal of Q-learning is to find an optimal policy π∗ that maximizes the
long-term expected accumulated discounted reward. To do this, let
us define the optimal Q-function Q∗ : S × A → R where the value
Q∗(s, a) corresponds to the long-term reward of selecting action a
in state s and, from that point onward, following the optimal strategy
π∗. From this definition, it follows that

π∗(s) = argmax
a

Q∗(s, a). (2)

In our setting, the RL agent is the intelligent node 0, the action space
is given by the MCW choices, the reward is given by the utility in (1),
and we model the state as an M -memory buffer (or history) of the
local observations at node 0, i.e. {ok, ωk0}Kk=K−M+1. Having drawn
this analogy, it follows that if we can compute Q∗ then the solution
of Problem 1 is given by the optimal strategy π∗ as in (2).

The classical way of finding Q∗ is through a value iteration
method based on the Bellman equation [27]

Q(s, a)← Q(s, a) + η

(
r(s, a) + αmax

a′
Q(s′, a′)−Q(s, a)

)
,

(3)
where η is a pre-defined learning step-size, α is the discount factor in
Problem 1, and s′ is the realized state after s. It has been shown [27]
that under certain conditions on the step η and the frequency of vis-
its to the different states, the generic Q-function in (3) is guaranteed
to converge to Q∗, from where π∗ can be obtained [cf. (2)], seem-
ingly solving Problem 1. However, the convergence to Q∗ can be
extremely slow in practice.



Classical Q-learning performs well in settings where the state-
action space is small, since the table-like iterative procedure in (3)
updates each of the |S| × |A| pairs separately. By contrast, in our
setting we have an agent (node 0) whose action space can potentially
be large (different choices for the MCW) and, more critically, the
observations ok from the environment are real-valued. To extend
the benefits of Q-learning to our more challenging scenario we rely
on a deep Q-learning framework [28], where we parameterize the Q-
function as a neural network and update its parameters as opposed to
independent entry-wise updates of the Q-function. More precisely,
with θ representing the parameters of our neural network – usually
called a deep Q-network (DQN) – we seek to determine the optimal
parameters θ∗ such that Qθ∗(s, a) ≈ Q∗(s, a).

The specific implementation of deep Q-learning for the solution
of Problem 1 is illustrated in Fig. 1. At a generic time interval K,
the communication of packets to the access point is governed by the
choice of the MCW of every user. In the example, every user has
selected the same MCW at timeK (depicted by their blue states) but
this is not known by node 0. Instead, node 0 observes the operation
of the wireless network oK and, of course, knows its own ωK0 . The
concatenation of these observations for the last M time intervals is
used as the input to a trained neural network (Rainbow DQN). The
output of this neural network consists of a vector containing the Q-
values corresponding to every possible action (MCW) that node 0
can select. Node 0 will select as ωK+1

0 the MCW that attains the
largest Q-value at the output of the DQN [cf. (2)], while ωK+1

i for
i 6= 0 evolves following an unknown stochastic process. This same
process is repeated and node 0 relies again on the neural network to
select ωK+2

0 , and so on. As we illustrate in Section 4 for several
settings, the discounted sum of utilities yielded by the trained rain-
bow DQN with optimal parameters θ∗ is comparable with the best
attainable strategy when full knowledge of the system is available.

In order to find the optimal parameters θ∗ for our neural network
in the first place, we rely on the established strategy of experience
replay training; see Section 4 for implementation details. In a nut-
shell, inspired by the fixed-point solution of the classical iteration
in (3), we update the values of θ via gradient descent to minimize
the following loss

L(θ) = Es′
(
Qθ(s, a)−

(
r(s, a) + αmax

a′
Qθ(s

′, a)

))2

. (4)

It should be noted that, in our implementation, instead of using
a simple multi-layer perceptron to approximate the optimal Q-
function, we rely on recent modifications that have shown empirical
improvements in terms of training stability and amount of data
needed for training. Specifically, the rainbow agent [29] incorpo-
rates six improvements (double DQN, prioritized replay, duelling
networks, multi-step learning, distributional RL, and noisy nets) that
led to superior performance over vanilla DQN in gaming environ-
ments. We have also witnessed those benefits in the implementation
of deep Q-learning for CW design.

4. NUMERICAL EXPERIMENTS

To evaluate the performance of the proposed approach, we simulate a
wireless network using the NS3 simulator. Nodes in the network are
modelled to follow the IEEE 802.11b protocol with a constant data
rate of 1 Mbps. Furthermore, a constant packet size of 1400 bytes is
used and the observation interval length T is fixed as 20 seconds. Un-
less otherwise stated, the considered networks have N = 10 nodes.

We use two coupled feed forward neural networks as our rain-
bow DQN, each having four layers with 32 nodes per layer and

Fig. 1: Schematic view of our proposed deep RL agent. Node 0
relies on a rainbow DQN to select the MCW for the next time interval
based on historical local observations.

ReLU non-linearities.1 For all experiments, the discount factor is
set as α = 0.9 and the DQN is trained for 5000 episodes. At the
start of each episode, node 0 chooses an action uniformly from the
set of actions and the trajectory evolves for a specified number of
time steps. We fix the number of time steps in each episode to be
equal to 50. Rainbow DQN is implemented using the PyTorch [30]
library in Python and training is done using mini-batch gradient de-
scent with a batch size of 32. The buffer size for experience replay
is set to 10000.

In evaluating the performance of our proposed RL approach, we
compare it with the following five baselines:
i) Optimal design (OPT): This benchmark assumes full knowledge
of the underlying stochastic process and computes explicitly the ex-
pected value in Problem 1. Although unrealistic in practice, it sets
the upper bound of what is achievable by other methods.
ii) Random forest (RF) [3]: The classifier is trained using the local
observations {ok, ωk0}Kk=K−M+1 as input and ω∗K+1

0 as target la-
bels. The training labels ω∗K+1

0 are selected as the optimal actions
that maximize the fairness utility at the next time step. We fix the
number of trees as 15 and the depth of each tree as 5.
iii) Fairness index approach (FI) [2]: Node 0 computes a local fair-
ness index and follows a threshold-based policy to update its MCW.
We set this threshold as C = 1.5; see [2] for details.
iv) Optimal constant policy (CP): Just like for OPT, we assume
complete knowledge of the system. However, we restrain the design
of the MCW to be constant, i.e., it cannot change across time steps.
Improvements upon CP illustrate the value of an adaptive design.
v) Standard protocol (SP): Node 0 follows a static policy as men-
tioned in the IEEE 802.11 protocol with its MCW fixed at 32.

Before proceeding with the evaluation, it should be noted that FI
is not a predictive method but rather a reactive one in the sense that,
whenever the system deviates from fairness, node 0 would react and
try to restore a fair setting. Thus, it is bound to underperform in a
fast-changing setting. For a fairer comparison, we consider the case
where the update speed of FI is three times that of other methods,

1Code to replicate the numerical experiments here presented can be
found at https://github.com/kumarabhish3k/Rainbow-DQN-for-Contention-
Window-design.git.

https://github.com/kumarabhish3k/Rainbow-DQN-for-Contention-Window-design.git
https://github.com/kumarabhish3k/Rainbow-DQN-for-Contention-Window-design.git
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Fig. 2: Performance evaluation of the proposed RL method. (a) Boxplots for fairness utility over 500 episodes of 50 time steps for the
six methods under consideration. A Markov process with p ∈ {0.75, 1} is considered for the evolution of the MCW of other nodes.
(b) Counterpart of (a) for the more complex stochastic process described in the text. SP is not shown due to its low relative performance,
achieving mean fairness utilities of 0.752 for both values of p. (c) Histograms of the utility attained by the RL agent for different lengths of
the memory buffer M . The respective mean utilities yielded by the increasing values of M are 0.941, 0.953, 0.973, and 0.971. (d) Average
network utility over 500 episodes for varying number of nodes N ∈ {5, 10, 20}.

i.e., FI updates its MCW thrice in every time slot as opposed to once
for the other methods (and zero times for CP and SP).

We first consider a simple scenario where the MCWs of all other
nodes follow a Markov process with only two states. In state 1,
ωi = 32 for all i 6= 0 and, in state 2, ωi = 128 for all i 6= 0. At
each discrete time step, the system switches states with probability
p, and we analyze the cases where p ∈ {0.75, 1}. The action space
of node 0 (potential MCW choices) is A = {32, 48, 64, 96, 128}.
Since the underlying process is Markovian, we consider a memory-
less implementation with M = 1 (cf. Fig. 1). Fig. 2a reveals that,
when p = 1, RL and RF achieve optimal performance even in the
absence of knowledge of the underlying Markov process. The ad-
vantage of RL over the supervised RF cannot be appreciated in this
deterministic process. The lack of adaptability of CP and SP makes
them lag behind and this fast-changing setting is not well suited for
FI even with updates three times faster. This latter effect is atten-
uated when p = 0.75 since the system tends to remain longer in a
given state. More importantly, for p = 0.75, RL is still able to learn
the optimal policy while the performance of RF is degraded. As a
consequence of the stochasticity of the process, similar observations
{ok, ωk0} can lead to drastically different optimal values for ω∗k+1

0 ,
thus confusing the supervised RF classifier.

As our second evaluation setting, we consider the case where the
MCWs of others follow a more complex process. More precisely,
we consider five states {sj}5j=1 where ωi = 2j−132 for all i 6= 0 at
state j. At each time step, the system transitions to the next state with
probability p, however, the next state follows an increasing trajectory
from s1 to s5 followed by a decreasing trajectory from s5 to s1, and
so on. In this sense, the next state does not only depend on the cur-
rent state but also on the previous one. To incorporate memory in the
predictive methods RL and RF, we consider M = 4. Furthermore,
we consider the action space A = {2j−132}5j=1 ∪ {2j−148}4j=1.
Fig. 2b reveals that RL achieves the closest utility to optimal among
all methods considered for both values of p. As expected, the sce-
nario where p = 0.75 is more challenging except for the reactive
method FI that benefits from slower changes in MCWs. Also notice
that the performance gap between OPT and RL is reasonable since
the former has perfect knowledge of the underlying system whereas
the latter must rely exclusively on local observations to gather un-
derstanding of the underlying dynamics. The absence of this gap
in Fig. 2a can be attributed to the simplicity of the model and the
smaller size of A.

Selecting M > 1 is essential for the RL agent to meaningfully

learn from experience in this more complex setting and, for the cases
where p < 1, having M > 2 can also be beneficial. This is illus-
trated in Fig. 2c, where we present the histograms of the fairness
utility attained by RL for different values of M over 500 episodes
for the case p = 0.75. There is a big increase in performance when
going from M = 1 to M = 2 in accordance with the memory of the
underlying system. Moreover, a similar jump is observed when go-
ing from M = 2 to M = 3. This is as expected since, for this value
of p, the transition to the next state might be delayed underscoring
the value of longer memory. The marginal gain forM = 4 decreases
and, in fact, a small loss is observed which can be attributed to the
fact that a larger model must be fit (larger dimension of input to the
rainbow DQN) without apparent modeling gain of the environment.

Finally, we consider the Markov process analyzed in our first
experiment but for p = 0.9 and vary the number of nodes N ∈
{5, 10, 20}. In Fig. 2d we portray the utility attained by the six con-
sidered methods averaged over 500 episodes as a function of the
network size. It can be observed that RL achieves utility closest to
optimal for all network sizes. As one might expect, the effect that an
intelligent node has in promoting fairness gets diluted in larger net-
works, thus, resulting in a smaller dynamic range of utilities across
methods when N = 20. In particular, the constant conservative
strategy of CP that selects a large MCW (ωk0 = 128 for all k) attains
a small suboptimality gap, but does not match the RL performance.
Note that RL outperforms the standard protocol for all values of N .
Indeed, the consistent near-optimality of the proposed RL approach
across network sizes is encouraging and motivates a range of related
future work.

5. CONCLUSIONS AND FUTURE WORK

We formulated the design of CWs in wireless networks as an RL
problem. Within this framework, we leveraged a state-of-the-art
DQN architecture to select the optimal value of the MCW in a se-
quential manner exclusively from local observations. Through NS3
simulations, we showed that the proposed RL agent achieves close-
to-optimal behavior and outperforms other learning-based and rule-
based methods. Ongoing work includes: i) the implementation of
RL for parameter learning on other access protocols, ii) the combi-
nation of RL with graph neural networks to accommodate the case
where every node is intelligent and can be trained based on its local
observations, and iii) the incorporation of more realistic topologies
that go beyond star connections to a common access point.
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