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ABSTRACT

Use of low resolution analog to digital converters (ADCs) is an ef-
fective way to reduce the high power consumption of millimeter
wave (mmWave) receivers. In this paper, a receiver with low resolu-
tion ADCs based on adaptive thresholds is considered in downlink
mmWave communications in which the channel state information is
not known a-priori and acquired through channel estimation. A per-
formance comparison of low-complexity algorithms for power and
ADC allocation among transmit and receive terminals, respectively,
is provided. Through simulation of practical mmWave cellular net-
works, it is shown that the use of low resolution ADCs does not
significantly degrade the system throughput (as compared to a con-
ventional fully digital high resolution receiver) when using the adap-
tive threshold receiver in conjunction with simple power and ADC
allocation strategies.

1. INTRODUCTION

Millimeter wave (mmWave) systems have emerged as a promising
candidate for high data rate communication in 5G wireless networks.
One of the major obstacles in the implementation of mmWave sys-
tems is the high energy consumption [1–3]. One way to reduce
power consumption in mmWave systems is to use low resolution
analog to digital converters (ADCs) (e.g. one-bit threshold ADCs)
at the receiver [4–12]. However, this inflicts a rate-loss due to the
large quantization noise caused by coarse quantization.

There has been a large body of work dedicated to characterizing
the capacity of point-to-point (PtP) MIMO systems in the presence
of low resolution ADCs at the receiver [7–10]. These works consider
‘analog-one-shot’ receivers, where at each channel-use the received
signal goes through analog processing prior to being fed to the one-
bit ADCs. The receiver then performs blockwise signal processing
on the stored digital signal to decode the message. In contrast, [13]
and [14] propose two new classes of receivers with low resolution
ADCs, called analog-blockwise and adaptive threshold receiver, re-
spectively, which generalize analog-one-shot receivers and achieve
higher performance in terms of communication rates for a given set
of one-bit ADCs. These receivers incorporate delay elements to per-
form analog blockwise processing which is not possible with analog-
one-shot receivers. More specifically, the adaptive threshold receiver
changes the threshold of the ADCs adaptively based on their outputs
in previous channel uses. Note that receivers with successive ap-
proximate register (SAR) ADCs, used for low power consumption
applications [15–18], also belong to the family of adaptive threshold
receivers.

A fundamental question which arises in the context of low res-
olution receivers is the best way to allocate a total of m bits among
the receiver antennas in order to maximize the achievable rate. Un-
like analog-one-shot receivers which require pre-set ADCs of dif-
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ferent resolutions for bit allocation among the antennas, the adap-
tive threshold receiver can form m-bit quantization using m one-bit
ADCs and allocate the bits to the antennas in any desired fashion.
This flexibility allows the receiver to switch between tasks which
require different bit allocations among antennas such as channel es-
timation and data communication, where the latter could depend on
the estimated channel. Another advantage of the adaptive threshold
receiver is its optimality (in terms of achievable rates) in the high
SNR regime for the single and multi-user uplink (UL) and down-
link (DL) communication scenarios [14]. The proposed transmis-
sion schemes in [14] employ singular value decomposition (SVD) to
transform the MIMO channel into a set of subchannels. The achiev-
able region is then characterized in terms of single-letter mutual in-
formations optimized over all possible ADC and power allocations
among the subchannels.

In this paper, recognizing the high complexity of the optimal
ADC allocation scheme for the adaptive threshold receiver [14], we
compare various low-complexity algorithms for transmit power and
ADC allocation among subchannels taking into account practical
constraints such as limited modulation levels and realistic mmWave
channel models. We show through simulations that simple power
and ADC allocation strategies are able to achieve near optimal rates
for PtP communication in practical mmWave cellular networks. Ad-
ditionally, we demonstrate that with the adaptive threshold receiver,
using few one-bit ADCs is enough to achieve near optimal perfor-
mance in terms of throughput. In addition, we relax the idealis-
tic assumption made in [14] that both transmitter and receiver have
access to full channel state information (CSI), and consider practi-
cal channel estimation using low resolution ADCs configured with
the adaptive threshold receiver. We note that prior works have con-
sidered channel estimation when analog-one-shot receivers are used
[19–23]. We show that in practical DL mmWave communication
scenarios with imperfect CSI and limited number of one-bit ADCs,
the achievable rate distribution is close to the one with perfect CSI
and fully digital receiver with high resolution ADCs employing time
division multiple access (TDMA) of equal time-shares. We demon-
strate that the performance of the proposed adaptive threshold based
TDMA in [14] outperforms that of the conventional TDMA in terms
of the system throughput significantly.

2. SYSTEM MODEL AND PRELIMINARIES

2.1. Channel Model

We consider the DL communication in a mmWave single-cell system
consisting of one base station (BS) and nu users, where the ith user
is equipped with nq,i one-bit ADCs. The received signal at the ith
user is represented by

yi = Hix + zi, (1)

where x ∈ Cnb is the vector of transmit signal from the BS with
E[||x||2] ≤ P , where P is the average transmit power of the BS, yi
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is the vector of the received signal at the ith user, zi is a vector of
independent, zero-mean and unit-variance complex Gaussian noise,
and Hi ∈ Cni×nb is the complex channel gain matrix between the
BS and ith user, where ni and nb are the number of antennas at the
ith user and BS, respectively.

To model the channel in mmWave bands, we adopt a standard
multipath clustered channel model described in [24]. To elaborate,
the channel between the BS (with nt antennas) and a user (with nr

antennas) consisting of nc clusters (also called paths), where the jth
cluster includes np,j rays (or sub-paths) is defined as follows

H =

nc∑
j=1

np,j∑
k=1

β × gj,k × ar(ϕr
j,k, θ

r
j,k)a

t(ϕt
j,k, θ

t
j,k)
∗, (2)

where β denotes the large-scale fading coefficient modeling distance-
dependent path loss and shadowing and gj,k is the complex small-
scale fading gain. Also, ar ∈ Cnr and at ∈ Cnt denote the array
response vectors of the user and BS, respectively. Furthermore,
ϕr

j,k, θr
j,k, ϕt

j,k, and θt
j,k are the azimuth angle of arrival (AoA),

elevation AoA, azimuth angle of departure (AoD), and elevation
AoD associated with the kth ray of the jth cluster, respectively.

2.2. Receiver Architecture
For each user equipped with nr antennas and nq one-bit ADCs, we
use the adaptive threshold receiver proposed in [14]. Here, we pro-
vide a brief description of this receiver and refer the reader to [14]
for more details. The block diagram is shown in Fig. 1. In this
receiver, the output of the ADCs at the ith channel-use is

ŵ(i) = Q(w(i) + t̃(i) + t), (3)

where w(i) = B(nq×bnr)(i)ỹ(i) holds nq elements of the ana-
log signal vector ỹ(i) that are selected using the binary matrix
B(i) and are fed to the ADCs in the ith channel-use. The vec-
tor ỹ(i) = (ŷT (bk + 1), ŷT (bk + 2), · · · , ŷT (b(k + 1))T where
ŷ(i) = Vy(i), k = modb(i) − 1 represents the concatenation of b
consecutive channel outputs which are processed through the linear
analog combiner matrix V. These channel outputs are buffered in
the delay network, and are jointly processed in analog domain at
the receiver. The vector t̃ represents the adaptive part of the ADC
thresholds whose elements follow the equation

t̃k(i) = ul
k(i)Ŵur

k(i), for k ∈ [nq]. (4)

The matrix Ŵ(i) = [ŵ(kb+1), ŵ(kb+2) · · · , ŵ(i−1)] represents
the ADC outputs from the channel-uses kb+ 1 to i− 1, where k =
modb(i). The vector set {(ul

1(i), ur
1(i)), (ul

2(i), ur
2(i)), · · · , (ul

nq
(i)

, ur
nq

(i))} is called the adaptive threshold coefficient vector set and
denotes the linear rule which determines the threshold of the ADCs
at the ith channel-use with respect to the ADC outputs in the previ-
ous channel uses. The vector t in Equation (3) represents the fixed
part of the ADC thresholds. In [14], it is shown that the adaptive

threshold receiver allows for nq-bit quantization using nq one-bit
ADCs where the nq bits can be allocated to the antennas. Further-
more, it is proved that in high SNR regime, this receiver achieves the
transmission rate of nq bits per channel-use which is optimal among
all the receivers with the same number of one-bit ADCs. Moreover,
this optimal rate is achieved using practical modulation schemes
such as pulse amplitude modulation (PAM) and quadratic amplitude
modulation (QAM). This is explained in more detail in Section 3.1.

3. COMMUNICATION SCHEMES AND CHANNEL
ESTIMATION

In this section, we first consider communication over a PtP MIMO
system with adaptive threshold receiver and perfect CSI available at
both transmitter and receiver terminals. Then, we investigate a DL
scenario. We further investigate channel estimation using one-bit
ADCs and the impact of imperfect CSI on the proposed schemes.

3.1. PtP and DL Communication with Perfect CSI

PtP communication: Consider a PtP MIMO system with the adap-
tive threshold receiver, where the transmitter is equipped with nt

antennas, the receiver is equipped with nr antennas and nq one-
bit ADCs, and the channel is represented as in Equation (1) with
channel matrix H. It is assumed that both transmitter and receiver
terminals have perfect CSI. We consider the communication scheme
described in [14, Theorem 1] which is summarized in the following.
In the first step, singular value decomposition (SVD) is performed
in the analog domain to transform the complex channel H into s
parallel real subchannels. Let σk, k ∈ [s] represent the singular
values associated with the per dimension of the channel gain matrix
H (i.e., Re (H) and Im (H)). Fix nq,1, nq,2, · · · , nq,s ∈ N ∪ {0}
and P1, P2, · · · , Ps ∈ {R+, 0} such that

∑
k∈[s] nq,k = nq and∑

k∈[s] Pk = P , where nq,k and Pk are the number of one-bit
ADCs and transmit power allocated to the kth subchannel, respec-
tively. In Section 4, we provide several low-complexity algorithms
for power and ADC allocation and compare their performances in
terms of achievable rates under realistic channel models. The ma-
trices V and B, and the adaptive threshold coefficient vector set are
taken so as to ensure that the nq,k one-bit ADCs allocated to the kth
subchannel perform as nq,k-bit quantization following [14]. The
transmitter uses 2nq,k -PAM signaling for each real subchannel. An
example of this receiver is provided below.

Example 1. For a PtP single-input single-output (SISO) system with
channel gain H = 1, and nq = 2, a possible set of values of the
receiver parameters are as follows: V = 1, ul

j = 1j , j ∈ {1, 2}

t =
[
0
0

]
,B =

[
1 0
0 1

]
, ur

1(i) = ur
2(i) =

{
0 i is even
− 1

2
i is odd

, (5)

where 1j is the indicator vector whose jth element is one and the rest
are zero. To elaborate on how this receiver operates, let us consider



Table 1. Simulation Parameters

Parameter Value

Cell radius 10 to 50 m
Carrier frequency 28 GHz
Bandwidth 1 GHz
Noise spectral density −174 dBm/Hz
Noise figure 6 dB
BS antenna 8x8 uniform planar array
User antenna 4x4 uniform planar array
BS transmit power 30 dBm
Path loss (LOS) in dB 61.4 + 20 log10(d in m) +N (0, 5.82)
Path loss (NLOS) in dB 72 + 29.2 log10(d in m) +N (0, 8.72)
Probability of LOS exp(−0.0149d in m)

the first three channel-uses. After two channel-uses, the thresholds
of ADCs are set to zero and the channel outputs in the first and sec-
ond channel-uses are fed to the first and second ADC, respectively.
In the third channel-use, the thresholds of ADCs are set to half of
their outputs in the previous channel-use and a delayed version of
the first two channel outputs are fed to the ADCs. The receiver op-
erates in a similar manner to the second and third channel-uses for
the rest of the communication.

DL communication: In DL communication, a TDMA protocol is
used where users are scheduled in a round robin fashion so that the
BS transmits to one user at each channel-use. We assume the BS
transmits to each user once every nu channel-uses. Each user acti-
vates its adaptive threshold receiver for all of the nu channel-uses,
i.e the user’s ADCs are active even when the BS does not transmit
to it [14]. As in the PtP scenario, SVD, power and ADC alloca-
tion across subchannels are performed for optimizing communica-
tion rates. Let nq,i,k denote the number of one-bit ADCs allocated
to the kth subchannel of the ith user. The BS uses 2nunq,i,k -PAM
signaling over that subchannel to compensate for the nu−1 channel-
uses it does not send information over that subchannel. Compared to
a naive time-sharing strategy where a user’s receiver is only active
when the BS transmits to that user, the proposed TDMA strategy in-
creases the communication rate. Under the proposed scheme, at high
SNR, each user achieves the optimal transmission rate which is nq,i

bit per channel-use for the ith user. In contrast, the naive TDMA
strategy leads to the high SNR achievable rate of nq,i/nu bit per
channel-use. We elaborate more on this in Section 4. An example of
the receiver parameters is provided below.

3.2. Channel Estimation

While Section 3.1 considers perfect CSI, the effects of one-bit ADCs
on accuracy of channel estimation must also be taken into account.
We assume that at the beginning of each coherence interval, the users
perform channel estimation using expectation maximization gener-
alized approximate massage passing (EM-GAMP) algorithm inves-
tigated in [22] which exploits the sparsity of the angular represen-
tation of the mmWave channel to reduce the estimation overhead
and enhance the quality of the channel estimate. In [22], the EM-
GAMP algorithm for mmWave channel estimation with fully digi-
tal receivers equipped with a m-bit ADC per each dimension (real
and imaginary) of the receiver antennas is studied. Furthermore, the
computational complexity of the algorithm is analyzed and methods
for complexity reduction are provided. Since we assume no prior
knowledge about the channel such as long-term statistics, the best
worst case allocation of the one-bit ADCs among antennas is the uni-
form one. Therefore, to perform channel estimation, we configure
the adaptive threshold receiver for the ith user to form a fully digi-
tal receiver with a mi-bit ADC per each dimension of each antenna,

84

Fig. 2: Empirical CDF of the achievable rate of the PtP system with
perfect CSI when the receiver is equipped with nq = 8 one-bit
ADCs.

where mi = nq,i/2ni. After channel estimation, the users send
their CSI to the BS. Once the channel estimation step is completed,
each user is configured for DL transmission as described in Section
3.1 using the estimated CSI. In Section 4, we demonstrate through
several simulations of practical scenarios that using estimated chan-
nel through this method does not lead to significant rate-loss when
the adaptive threshold receiver is used.

4. SIMULATION RESULTS
In this section, we provide various simulations to establish the per-
formance of the proposed architectures in Section 3 in practical sce-
narios. We consider a small-cell scenario with three dimensional
network model consisting of a BS and ten users operating at 28
GHz. Users are distributed uniformly in a ring around the BS with
inner and outer radii of 10 to 50 meters. The maximum transmit
power of the users and the BS are set to 23 dBm and 30 dBm, re-
spectively. We consider the clustered channel model described in
Section 2. The value of the parameters in this model is adopted
from [24] where an empirical approach is taken to estimate these
parameters. To elaborate, we assume that the number of clusters
in the channel of each user follows a Poisson-max distribution (i.e.
nc,j = max{1, Poisson(λ)}) with mean λ = 1.8 and 20 rays per
cluster. Furthermore, we assume that the BS and users are equipped
with 8×8 and 4×4 uniform rectangular antenna arrays, respectively.
We consider a maximum spectral efficiency of 8 bps/Hz which is
equivalent to use of 256 QAM modulation (i.e. 16 PAM per real
dimension) as envisioned for 5G NR standard [25]. We assume that
the coherence time of the channel is nc = 10240 as in [22]. Table I
lists the details of the simulation parameters chosen.

4.1. Power and ADC Allocation with Perfect CSI

The transmission schemes described in Section 3.1 use SVD to
transform the MIMO channel into a set of parallel subchannels and
then distribute the transmit power and ADCs among them. Finding
the optimal distribution of the transmit power and ADCs is equiv-
alent to solving a mixed integer programming problem which is
known to be NP-hard [26]. Here, we investigate the performance
of several practical heuristic power and ADC allocation approaches.
To this end, in this section we consider a PtP scenario with perfect
CSI and nq = 8. We compare the achievable rate for the following
power and ADC allocation strategies:
• WP-UA (Waterfilling Power/Uniform ADCs): This heuristic
employs waterfilling [27] for power allocation among subchannels
and assigns the ADCs to each subchannel uniformly. Note that this
may result in a non-uniform ADC assignment to receive antennas.
• UP-UA (Uniform Power/Uniform ADCs): In this approach, both
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Fig. 3: Empirical CDF of the achievable rate of the PtP system with
nq = 8 one-bit ADCs at the receiver.

the transmit power at the transmitter and ADCs at the receiver are
distributed uniformly among the subchannels.
• SP-SA (Selection Diversity): This approach allocates all the
power and ADCs to the strongest subchannel.

Fig. 2 illustrates the empirical cumulative distribution function
(CDF) of the achievable rates for the described power and ADC
allocation methods for nq = 8. As a performance benchmark and
an upperbound for the achievable rates, we consider the truncated
Shannon capacity of the MIMO channel which is min{C, nq},
where C is the Shannon capacity. Fig. 2 suggests that WP-UA
has better performance compared to the other approaches while
in the power-limited regime (low rates) SP-SA approach achieves
comparable performance. We also note that the modulation cap
restricts the performance of the SP-SA approach. Furthermore, we
can see that the WP-UA heuristic performs close to the truncated
Shannon upperbound implying that using complex optimization for
joint power and ADC allocation would only lead to incremental
improvements in the achievable rates. We note that for users with
low and intermediate SNRs (for which the achieved data rates are up
to 4 bps/Hz), as well as for users with high SNRs using only a few
one-bit ADCs (e.g. one or two one-bit ADCs per real subchannel as
in Fig. 2) leads to a near-optimal data rates.

4.2. Impact of Imperfect CSI
In this section, we investigate the impact of imperfect channel es-
timation on the performance of the proposed architectures for PtP
and DL scenarios described in Section 3.1. To estimate the channel
matrix of each user, we proceed as explained in Section 3.2. The
BS transmits a pilot sequence of length np = 512 and the users
perform channel estimation using three one-bit ADCs per dimen-
sion (real and imaginary) of each antenna which are configured as
a 3-bit ADC using the adaptive threshold receiver. Note that using
three one-bit ADCs instead of a 3-bit ADC can potentially reduce
the power consumption at the receiver. One possible venue for fu-
ture work is to use knowledge of the long-term channel statistics to
reduce the number of required ADCs while achieving similar perfor-
mance in channel estimation.

Although we use three one-bit ADCs per dimension (16 × 2 ×
3 = 96 in total) during channel estimation, motivated by Fig. 2, we
do not need that many ADCs to achieve near-optimal performance
during data transmission. The reason is that we can use CSI (avail-
able after channel estimation) to exploit the sparsity of the channel.
Moreover, using fewer ADCs leads to lower power consumption dur-
ing the data transmission phase. Therefore, we assume that the users
only use nq,i = 8 one-bit ADCs during data transmission. Also, for
ADC and power allocation we use the WP-UA heuristic. To calcu-
late the achievable rate of the system, we design the system parame-
ters such as modulation points, analog linear combiner as described

0.76 3.04

Fig. 4: Empirical CDF of the achievable rates of the users for DL
transmission when nu = 10 and the users are equipped with nq,i =
8 one-bit ADCs. SC, P-CSI, and E-CSI denote Shannon capacity,
perfect CSI, and estimated CSI, respectively.

in Section 3.1 using the estimated channel. Next, we numerically
calculate the transmission probability matrix of the corresponding
discrete input discrete output system. Then, to determine the achiev-
able rate, we compute the mutual information given a uniform prior
for input.

The empirical CDF of the PtP achievable rates with perfect and
imperfect CSI is illustrated in Fig. 3. As an upper bound, we use
nc−np

nc
min{C, nq}, where C is the Shannon capacity with perfect

CSI and high resolution ADCs. We note that in the presence of the
channel estimation error, the MIMO subchannels after performing
SVD will interfere with each other which degrades the performance.
Comparing the CDF of the achievable rates with perfect and imper-
fect CSI in Fig. 3, we observe that while the performance loss is
small for intermediate and high SNRs, it is larger in the low SNR
regime. This is due to the fact that in low SNRs the channel estima-
tion error is high.

Fig. 4 depicts the empirical CDF of the DL per user achievable
rates with perfect and imperfect CSI. We use nc−np

nc
min{Ct, nq,i},

where Ct is the Shannon capacity with TDMA of equal time-shares
in the presence of perfect CSI and high resolution ADCs as an upper-
bound. Since nq,i = 8, the truncation effect cannot be observed in
the range of the plot. We observe that the performance loss caused by
the estimation error is small in intermediate and high SNR regime.
Furthermore, we see that the proposed TDMA approach for DL with
adaptive threshold receiver discussed in Section 3.1 provides a per-
formance close to the upperbound. Note that, as discussed in Section
3.1, while the proposed TDMA strategy leads to higher power con-
sumption at the users compared to naive TDMA since their ADCs
are active in all the channel-uses, it significantly increases the sys-
tem’s achievable rate (up to 4× over naive TDMA).

5. CONCLUSION

In this paper, we have considered energy efficient multiuser commu-
nication in a practical mmWave DL scenario, where the receiver is
equipped with one-bit ADCs. We have compared low-complexity
algorithms for the power and ADC allocation among transmitter and
receiver terminals, respectively. We have shown that under practical
mmWave settings with limits on the modulation levels, and imper-
fect channel estimation, using low resolution ADCs with the adap-
tive threshold receiver under simple allocation algorithms does not
notably degrade the performance in terms of achievable rates. We
have provided simulations for multiuser DL communication scenar-
ios which show that the achievable rate of the proposed architecture
is close to the optimal Shannon rate when using TDMA protocol
where users have equal time-shares with high resolution ADCs.
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