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ABSTRACT
Federated learning can be used to train machine learning
models on the edge on local data that never leave devices,
providing privacy by default. This presents a challenge per-
taining to the communication and computation costs associ-
ated with clients’ devices. These costs are strongly correlated
with the size of the model being trained, and are significant
for state-of-the-art automatic speech recognition models.

We propose using federated dropout to reduce the size of
client models while training a full-size model server-side. We
provide empirical evidence of the effectiveness of federated
dropout, and propose a novel approach to vary the dropout
rate applied at each layer. Furthermore, we find that federated
dropout enables a set of smaller sub-models within the larger
model to independently have low word error rates, making it
easier to dynamically adjust the size of the model deployed
for inference.

Index Terms— federated learning, speech recognition,
federated dropout

1. INTRODUCTION

End-to-end neural networks have improved to surpass con-
ventional server-side Automatic Speech Recognition (ASR)
systems [1]. Advances with the Conformer architecture [2, 3]
have pushed the quality and latency envelopes further, en-
abling highly performant on-device ASR.

End-to-end neural ASR models can be trained using
Federated Learning (FL) [4], a privacy-preserving training
technique which removes the need to send raw user-data to
servers. FL optimization proceeds in synchronous rounds
of training [5], requiring a set of clients (devices) to receive
copies of a model at the start of local training and send back
model updates for aggregation after optimization.

Unlike other models which have been successfully trained
on the edge under FL [6, 7, 8, 9], ASR models typically con-
tain over 100M parameters (see Table 1), and it is likely that
model sizes will keep increasing [10]. This exacerbates com-
munication and computation costs [4, 11] associated with
training such models in production. Costs include those of

sending and aggregating models, dealing with heterogeneous
network dynamics, performing privacy and security compu-
tations, and on-device memory.

Conformer Conf Params Total Params

Non-Streaming [2] 107.5M 119M
Streaming [3] 113M 137M

Table 1. Architecture of SOTA Conformer models.

Federated Dropout [12] (FD) is a technique developed to
enable training larger models under FL by reducing the size
of models trained on clients. It works by leveraging the key
insight from dropout [13] that dropping intermediate activa-
tions in a network is equivalent to a structural removal of cer-
tain rows, columns (and generally, slices) of adjacent param-
eter matrices. An adaptive alternative [14] has also been pro-
posed to better estimate which activations to drop. By reduc-
ing the size of client models directly, this technique reduces
both communication and computation costs.

In this work, we study the applications of FD to ASR
models with the explicit goal of training a full-sized ASR
model server-side. We make the following contributions:

• We show that FD can be successfully applied to ASR
models and provides a useful quality/cost trade-off.

• We extend the technique to realistic Google-scale
workloads and use varying per-layer dropout rates
to achieve better quality with the same size reduction.

• We find that training models with FD is an effective
way to find well-performing sub-models within a larger
model, enabling the size of the model to be reduced for
on-device inference. This is useful for deployment on
a population of devices having different capabilities.

2. METHODOLOGY

2.1. Model and Data

We use the largest Non-Streaming Conformer described in
[2], designed for single-domain and short utterances, to con-
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duct initial experiments with FD. This Conformer is trained
from scratch under FL with the Librispeech [15] corpus split
by speaker [4]. Since we are training these models using
FL, we switch from batch normalization to group normaliza-
tion [16], which is more suitable for a federated setting [17,
18]. In doing so, we incur a small penalty in model quality.

We then extend our work to a production-grade Google
use case by performing a domain adaptation task using a
Streaming Conformer. With 137M trainable parameters, the
Streaming Conformer is similar to the one described in [3],
but without two-pass re-scoring and cascaded encoders. We
train this model to convergence on multi-domain (MD) utter-
ances collected from domains of search, farfield, telephony,
YouTube, etc. [19, 20] (dataset size in Table 2). All data are
anonymized and hand-transcribed. In the first pass of train-
ing, we withhold one dataset (in this case, the Medium Form
(MF) data, which has an average duration of 10.4 seconds),
later refining on data from this domain in a FL simulation.
The model is evaluated on a disjoint test set from the MF do-
main. This is a realistic setting for federated training of ASR
models, wherein a well trained server-side model is adapted
to a new domain with FL on edge devices. For federated
domain adaptation, the data remain anonymously grouped
into simulated clients, with each client contributing a uniform
amount of data per round. The impact of non-uniform data
was previously studied [4] and is left out of scope for this
investigation. Both Conformers studied are encoder-decoder
models trained with RNN-T loss.

Dataset Hours

Multi-domain (MD) 400k

Medium-form domain (MF) 26k
Medium-form held out (MD-MF) 374k

Table 2. Summary of data sources.

In both experiments, we studied the composition of the
models to decide which layers to apply FD to, as the Con-
former has various components with different types of layers.
We limit our application of FD to just one layer type, and
acknowledge that it can be extended to the others in future
work. Based on the breakdown in Table 3, we concluded that

Portion Non-Streaming Streaming

FeedForward 60% 55%
Attention 19% 15%

Convolution 14% 12%
Decoder 3% 17%

Other 4% 1%

Table 3. Percentage of parameters that exist in each compo-
nent of the Conformer models that were studied.

the FeedForward layers in the encoder were best suited for
FD. Dropout rates throughout the paper refer to the ratio of
activations dropped within the encoder’s FeedForward layers,
unless otherwise specified.

2.2. Federated Dropout

Federated Dropout differs from traditional dropout in two
main ways. First, the technique is designed to reduce the size
of client models for federated training [12] rather than regu-
larizing models. Second, the technique works as a functional
transformation during the FL procedure [21], wherein smaller
client models are sampled from the full model for local opti-
mization. Algorithm 1 illustrates this procedure, where each
client participating in a round trains a different sub-model
within the full-size model. In this procedure, the server or
client must maintain a reference linking each client’s sub-
model to the corresponding portions of the full-size model it
updates.

Let K be the number of clients participating in a given
federated round r. Let w be the model parameters, with W
being the set of {w1, w2, . . . , wk} sub-models that are to be
trained by the participating clients in a given round. Let M
be the set of {m1,m2, . . . ,mk} mappings that encode which
portion each client’s sub-model updates within the full model.

Algorithm 1 FedDrop. The K clients are indexed by k,
rounds are indexed by r, and dropout rate is d. Shrink(w,
m) reduces model weight matrices according to m, and
Expand(w, m) does the opposite.

1: for each round r = 1,2,... do
2: Mr ← GenerateMappings(d)
3: W r ← Shrink(wr,Mr) . Set of client models
4: for each client k ∈ K in parallel do
5: ŵr

k ← ClientUpdate(k,wr
k)

6: ∆wr
k = wr

k − ŵr
k

7: end for
8: wr+1← ServerUpdate(wr, Expand(∆W r,Mr))
9: end for

As can be inferred from Algorithm 1, the selection of
mappings M determines how Federated Dropout is applied
during each round. We study the two edge cases in which, at
each round, either every mapping in M is unique, or all map-
pings are the same. We call the former Per-Client-Per-Round
(PCPR) FD, wherein each participating client updates a dif-
ferent sub-model. We call the latter Per-Round (PR) FD, dur-
ing which each client updates the same sub-model. This sub-
model always changes from one round to the next. Although
we hypothesize PCPR would yield the best results, the PR
scheme is simpler from a production engineering viewpoint.
This is because the PR scheme allows for the identity of each
client to be hidden, as the infrastructure need not remember
which parts of the full model a particular client updates. This



anonymization can be achieved with the PCPR scheme, but
requires more engineering effort.

2.3. Per-Layer Federated Dropout

We explore making FD more effective by varying the amount
of dropout applied across different layers. We target layers for
additional dropout using the idea that certain layers of may be
ambient, or less important to the model’s performance [22].
Ablation experiments involving resetting a model’s parameter
values to initial/random values can determine which layers
are ambient. We apply additional dropout to ambient layers
to improve upon the results of uniform FD.

2.4. Sub-Model Evaluations

Other properties of FD are also investigated by sampling and
evaluating sub-models from the full size model after training.
Sub-models are obtained by removing activations and corre-
sponding neurons in the same way as the FD procedure. The
difference is that sub-models are sampled after training from
a full-size server-side model, as opposed to dynamically dur-
ing training (as per Algorithm 1). These models are directly
evaluated without any further training.

3. EXPERIMENTS

3.1. Baselines

Initial experiments established baselines for both the from-
scratch and domain adaptation set-ups. These experiments
used SGD as the client-side optimizer and Adam [18] server-
side. SpecAugment [23] was applied to utterances in both
cases. Additionally, 128 clients participated in each feder-
ated round as informed by previous investigations [4]. Table 4
summarizes the result for from-scratch training.

Exp. WER
Test TestOther Dev DevOther

Non-Streaming Baseline 2.0 4.6 2.3 4.8

Table 4. Baseline for from-scratch experiments.

For domain adaptation experiments, Table 5 shows a No
MF Baseline which was constructed by training the Streaming
model on MD - MF data (Table 2). This was the starting point
for domain adaptation.

3.2. Training From Scratch

We trained the non-streaming Conformer under FL with vary-
ing FD rates, clients per round, and dropout schemes to ex-
plore the impact of FD on quality and convergence.
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Fig. 1. Experimental results showing the impact of Feder-
ated Dropout on model quality and convergence with non-IID
Librispeech sets. Figures 1(b), 1(c), and 1(d) report results
on the TestOther evaluation set, although similar trends were
observed across all other evaluation sets. Figure 1(d) reports
results using 40% FD.

Figure 1 shows that increasing dropout rates led to slightly
worse models (Figure 1(a)) and slower convergence (Fig-
ure 1(b)) across all evaluation sets. Concretely, a 0.5% ab-
solute WER regression was observed at the highest dropout
rate studied (50%). At this dropout rate, client models were
approximately 30% smaller in size. Dropout rates up till 20%
had minimal quality loss and changes in convergence time,
showing a useful trade-off between quality and cost.

The PR scheme (Figure 1(c)) incurred some quality degra-
dation compared to PCPR, but confirmed that the model can
be trained effectively by updating only one sub-model in each
federated round. With 30% dropout, the PR scheme showed a
0.4% absolute quality degradation in comparison with PCPR.
We hence assert this to be a viable and simpler alternative to
PCPR with small variations in quality.

Finally, although Figure 1(a) showed that having a higher
dropout rate increases convergence time, we empirically show
in Figure 1(d) that increasing the number of clients per round
can compensate for this. For this particular configuration,
model quality was also seen to improve slightly. We there-
fore claim that quality and convergence time with FD may
be improved by tuning hyper-parameters such as clients per
round and learning rate.

3.3. Domain Adaptation

Domain adaptation experiments (Table 5) showed that PCPR
FD could reduce the size of each client model by up to 22%
while providing a 3% relative WER reduction on the previ-



Exp. FD (%) Medium Form WER
Size Red. (%) PCPR PR

No MF Baseline 0 None 6.7 6.7
MF Domain Ad. 0 None 4.4 4.4

′′ 10 6 4.4 4.4
′′ 20 11 4.7 4.7
′′ 30 17 5.4 5.5
′′ 40 22 6.5 6.6

Table 5. Streaming Conformer experiments with FD.

ously unseen domain. If a higher quality is desired, client
model sizes can be reduced by 11% with a 30% relative WER
improvement on the new domain. Previous results with PR
FD also held with the domain adaptation task, wherein PR
performed well with some minor quality loss. Higher dropout
rates (50% and greater) resulted in degradation in MF WER
from the No MF Baseline.

3.4. Varying Dropout According to Ambient Properties

Next, we investigated making FD more effective by using
variable dropout rates across the Conformer blocks. We lever-
aged ambient layer findings from [22] to more efficiently tar-
get FD. We increased the amount of dropout applied to ambi-
ent layers, enabling us to drop more parameters overall with-
out sacrificing model quality. The results in Figure 2 show
that this can provide configurations with smaller client mod-
els that give better WER compared to uniform FD throughout
the model.

Compared to a flat 10% dropout, we show a setting with
variable dropout that gives the same WER, using 1.5% fewer
parameters, representing a savings of 2 million parameters.
In comparison with a flat 20% dropout, we show a setting
with the same number of parameters with a relative 2% WER
improvement. We hypothesize that more exhaustive searches
of varying dropout rates could yield even more compelling
configurations of client model size versus quality.

3.5. Quality of Sub-Models

Finally, we studied sub-model WERs using the domain adap-
tation experimental setup. A Streaming Conformer was
trained under FL with a 50% FD rate on the MF task, and a
second model trained without any FD as the control. Sub-
models were sampled (50) from each of the models after
training, randomly applying 50% dropout for each sample.
Table 6 compares the WERs of sampled sub-models. WERs
of sub-models from the model trained without FD degraded
to catastrophic values higher than 50% on average. In con-
trast, it was found that FD effectively enabled a flexible set of
sub-models within the larger model to achieve a much lower
(sub-10%) WER, with lower variance. We conclude that FD
can improve the quality of sub-models and enable the same
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Fig. 2. Comparison of uniform dropout (solid) and vary-
ing dropout (hatched). The labels are of format df |d1|d2...
where df is flat dropout throughout the model, and dn de-
notes dropout applied to the nth most ambient layer.

full model to be trimmed down for deployment to various
devices with different compute capabilities.

Exp. Mean WER Std. Dev

Without FD 50.3 5.6
With FD 9.5 0.2

Table 6. WERs of sub-models sampled from the full model.

4. CONCLUSION

Federated Learning is key to user privacy and ensures that
raw user data never leave the device. To leverage this, we
must be able to fit model training onto edge devices. End-
to-end neural ASR models can contain well over 100 mil-
lion parameters, creating significant communication and com-
putation cost hurdles on the edge. We argued that Feder-
ated Dropout is a promising technique to reduce this cost
and explored various configurations to improve its effective-
ness. We illustrated a usable quality-cost trade off allowing
for client model size reduction between 6-22%, with WER
improvements in a domain adaptation setting ranging from
34-3% respectively. We also showed that FD causes capable
sub-models to form within the full model, allowing the same
model to be down-sampled for inference. We hope this work
inspires deeper investigations and applications of both client
model size reduction and sub-model training.
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