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ABSTRACT

Human-robot collaboration requires the contactless estimation of the
physical properties of containers manipulated by a person, for exam-
ple while pouring content in a cup or moving a food box. Acoustic
and visual signals can be used to estimate the physical properties of
such objects, which may vary substantially in shape, material and
size, and also be occluded by the hands of the person. To facili-
tate comparisons and stimulate progress in solving this problem, we
present the CORSMAL challenge and a dataset to assess the perfor-
mance of the algorithms through a set of well-defined performance
scores. The tasks of the challenge are the estimation of the mass,
capacity, and dimensions of the object (container), and the classifi-
cation of the type and amount of its content. A novel feature of the
challenge is our real-to-simulation framework for visualising and as-
sessing the impact of estimation errors in human-to-robot handovers.

Index Terms— Acoustic signal processing, image and video
signal processing, audio-visual classification

1. INTRODUCTION

Robots supporting people in their daily activities at home or at the
workplace need to accurately and robustly perceive objects, such
as containers, and their physical properties, for example when they
are manipulated by a person prior to a human-to-robot handover [1,
2, 3, 4, 5]. Audio-visual perception should adapt – on-the-fly and
with limited or no prior knowledge – to changing conditions in or-
der to guarantee the correct execution of the task and the safety of
the person. For assistive scenarios at home, audio-visual percep-
tion should accurately and robustly estimate the physical proper-
ties (e.g., weight and shape) of household containers, such as cups,
drinking glasses, mugs, bottles, and food boxes [1, 4, 6, 7, 8]. How-
ever, the material, texture, transparency and shape can vary consid-
erably across containers and also change with their content, which
may not be visible due to the opaqueness of the container or oc-
clusions, and hence should be inferred through the behaviour of the
human [1, 7, 8, 9, 10].

In this paper, we present the tasks and the results of the CORS-
MAL challenge at IEEE ICASSP 2022, supporting the design and
evaluation of audio-visual solutions for the estimation of the phys-
ical properties of a range of containers manipulated by a person
prior to a handover (see Fig. 1). The specific containers and fillings
are not known in advance, and the only priors are the sets of object
categories (drinking glasses, cups, food boxes) and filling types
(water, pasta, rice). The estimation of the mass and dimensions of
the containers are novel tasks of this challenge, and complement
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Fig. 1. Sample video frames and audio spectrograms of people ma-
nipulating objects prior to handing them over to a robot.

the tasks of its previous version [8], such as the estimation of the
container capacity and the type, mass and amount of the content.
We carefully defined a set of performance scores to directly evaluate
and systematically compare the algorithms on each task. Moreover,
to assess the accuracy of the estimations and visualise the safeness
of human-to-robot handovers, we implemented a real-to-simulation
framework [11] that provides indirect high-level evaluations on
the impact of these tasks (see Fig. 2). The source code of the en-
tries to the challenge and the up-to-date leaderboards are available at
http://corsmal.eecs.qmul.ac.uk/challenge.html.

2. THE TASKS

In the scope of the challenge and based on the reference dataset [8,
12], containers vary in shape and size, and may be empty or filled
with an unknown content at 50% or 90% of its capacity. We define
a configuration as the manipulation of a container with a filling type
and amount under a specific setting (i.e., background, illumination,
scenario). The challenge features five tasks (Ts), each associated
with a physical property to estimate for each configuration j.
Filling level classification (T1). The goal is to classify the filling

level (λ̃j) as empty, 50%, or 90%.
Filling type classification (T2). The goal is to classify the type of

filling (τ̃ j), if any, as one of these classes: 0 (no content), 1
(pasta), 2 (rice), 3 (water).

Container capacity estimation (T3). The goal is to estimate the
capacity of the container (γ̃j , in mL).

Container mass estimation (T4). The goal is to estimate the mass
of the (empty) container (m̃j

c, in g).
Container dimensions estimation (T5). The goal is to estimate the

width at the top (w̃jt , in mm) and at the bottom (w̃jb , in mm),
and height (h̃j , in mm) of the container.

Algorithms designed for the challenge are expected to estimate
these physical properties to compute the mass of the filling as

m̃j
f = λ̃j γ̃jD(τ̃ j), (1)
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Fig. 2. The challenge tasks feeding into the CORSMAL simulator [11] to evaluate the impact of estimation errors. Given video frames and
audio signals from the CORSMAL Containers Manipulation (CCM) dataset [8, 12]), the results of T1 (filling level), T2 (filling type), and
T3 (container capacity) are used to compute the filling mass, which is added to T4 (container mass) for estimating the mass of the object
(container + filling). The estimated dimensions (T5) are used to visualise the container. The simulator also uses object annotations, such as
6D poses over time, the true weight (container + filling), a 3D mesh model reconstructed offline with a vision baseline [11], and the frame
where the object is ready to be grasped by the simulated robot arm, for performing and visualising the handover.

where D(·) selects a pre-computed density based on the classified
filling type. The mass of the object m̃ is calculated as the sum of the
mass of the empty container and the mass of the content, if any.

3. THE EVALUATION

3.1. Data

CORSMAL Containers Manipulation (CCM) [8, 12] is the reference
dataset for the challenge and consists of 1,140 visual-audio-inertial
recordings of people interacting with 15 container types: 5 drinking
cups, 5 drinking glasses, and 5 food boxes. These containers are
made of different materials, such as plastic, glass, and cardboard.
Each container can be empty or filled with water, rice or pasta at two
different levels of fullness: 50% or 90% with respect to the capacity
of the container. In total, 12 subjects of different gender and eth-
nicity1 were invited to execute a set of 95 configurations as a result
of the combination of containers and fillings, and for one of three
manipulation scenarios. The scenarios are designed with an increas-
ing level of difficulty caused by occlusions or subject motions, and
recorded with two different backgrounds and two different lighting
conditions to increase the visual challenges for the algorithms. The
annotation of the data includes the capacity, mass, maximum width
and height (and depth for boxes) of each container, and the type,
level, and mass of the filling. The density of pasta and rice is com-
puted from the annotation of the filling mass, capacity of the con-
tainer, and filling level for each container. Density of water is 1
g/mL. For validation, CCM is split into a training set (recordings of
9 containers), a public test set (recordings of 3 containers), and a pri-
vate test set (recordings of 3 containers). The containers for each set
are evenly distributed among the three categories. The annotations
are provided publicly only for the training set.

1An individual who performs the manipulation is referred to as subject.
Ethical approval (QMREC2344a) was obtained at Queen Mary University of
London, and consent from each person was collected prior to data collection.

3.2. Real-to-sim visualisation

The challenge adopts a real-to-simulation framework [11] that com-
plements the CCM dataset with a human-to-robot handover in the
PyBullet simulation environment [13]. The framework uses the
physical properties of a manipulated container estimated by a per-
ception algorithm. The handover setup recreated in simulation
consists of a 6 DoF robotic arm (UR5) equipped with a 2-finger
parallel gripper (Robotiq 2F-85), and two tables.

The simulator renders a 3D object model reconstructed offline
by a vision baseline in manually selected frames with no occlu-
sions [11]. The weight of the object used by the simulator is the true,
annotated value. We manually annotated the poses of the containers
for each configuration of CCM every 10 frames and interpolated the
intermediate frames. We also annotated the frame where the person
started delivering the object to the robot arm. We use the annotated
and interpolated poses to render the motion of the object in simula-
tion and control the robot arm to approach the object at the annotated
frame for the handover. If the robot is not able to reach the container
before the recording ends, the last location of the container is kept
for 2 s.

When reaching the container, the simulated robot arm closes the
gripper to 2 cm less than the object width to ensure good contact
with the object, and applies an amount of force determined by the
estimated weight of the object to grasp the container. Note that in
the scope of the challenge, we avoid simulating the human hands so
that the object is fully visible and can be grasped by the robot arm.
The simulator visualises whether the estimations enable the robot to
successfully grasp the container without dropping it or squeezing it.
After grasping the container, the robot delivers it to a target area on
a table via a predefined trajectory.

3.3. Scores

To provide sufficient granularity into the behaviour of the various
components of the audio-visual algorithms and pipelines, we com-
pute 13 performance scores individually for the public test set (no
annotations available to the participants), the private test set (neither
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data nor annotations are available to the participants), and their com-
bination. All scores are in the range [0, 1]. With reference to Table 1,
the first 7 scores quantify the accuracy of the estimations for the 5
main tasks and include filling level, filling type, container capac-
ity, container width at the top, width at the bottom, and height, and
container mass. Other 3 scores evaluate groups of tasks and assess
filling mass, joint filling type and level classification, joint container
capacity and dimensions estimation. The last 2 scores are an indirect
evaluation of the impact of the estimations (i.e., the object mass) on
the quality of human-to-robot handover and delivery of the container
by the robot in simulation.

T1 and T2. For filling level and type classification, we compute
precision, recall, and F1-score for each class k across all the config-
urations of that class, Jk. Precision is the number of true positives
divided by the total number of true positives and false positives for
each class k (Pk). Recall is the number of true positives divided by
the total number of true positives and false negatives for each class k
(Rk). F1-score is the harmonic mean of precision and recall, defined
as

Fk = 2
PkRk
Pk +Rk

. (2)

We compute the weighted average F1-score across K classes as,

F̄1 =

K∑
k=1

JkFk
J

, (3)

where J is the total number of configurations (for either the public
test set, the private test set, or their combination). Note that K = 3
for the task of filling level classification and K = 4 for the task of
filling type classification.

T3, T4 and T5. For container capacity and mass estimation, we
compute the relative absolute error between the estimated measure,
a ∈ {γ̃j , m̃j

c}, and the true measure, b ∈ {γj ,mj
c}:

ε(a, b) =
|a− b|
b

. (4)

For container dimensions estimation, where a ∈
{
w̃jt , w̃

j
b , h̃

j
}

and b is the corresponding annotation, we use the normalisation
function σ1(·, ·) [1]:

σ1(a, b) =

{
1− |a−b|

b
if |a− b| < b,

0 otherwise.
(5)

For filling mass estimation2, we compute the relative absolute
error between the estimated, m̃j

f , and the true filling mass, mj
f , un-

less the annotated mass is zero (empty filling level),

ε(m̃j
f ,m

j
f ) =


0, if mj

f = 0 ∧ m̃j
f = 0,

m̃j
f if mj

f = 0 ∧ m̃j
f 6= 0,

|m̃j
f
−mj

f
|

m
j
f

otherwise.
(6)

With reference to Table 1, we compute the score, si, with
i = {3, . . . , 8}, across all the configurations J for each measure as:

si =


1
J

∑J
j=1 1je

−ε(a,b) if a ∈
{
γ̃j , m̃j

c

}
,

1
J

∑J
j=1 1jσ1(a, b) if a ∈

{
w̃j , w̃jb , h̃

j
}
,

1
J

∑J
j=1 1je

−ε(a,b) if a = m̃j
f .

(7)

2Note that an algorithm with lower scores for T1, T2 and T3, may obtain
a higher filling mass score than other algorithms due to the multiplicative
formula to compute the filling mass for each configuration.

The value of the indicator function, 1j ∈ {0, 1}, is 0 only when

a ∈
{
γ̃j , m̃j

c, w̃
j
t , w̃

j
b , h̃

j , m̃j
f

}
is not estimated in configuration j.

Note that estimated and annotated measures are strictly positive,
a > 0 and b > 0, except for filling mass in the empty case (i.e.,
λ̃j = 0 or τ̃ j = 0).

Object safety and accuracy of delivery. Object safety is the
probability that the force applied by the robot, F̃ , enables a gripper
to hold the container without dropping it or breaking it [11]. We
approximate the force required to hold the container as

F̂ ≈ m̂(g + amax)

µ
, (8)

where m̂ is the annotated object mass; g = 9.81 m/s2 is the grav-
itational earth acceleration; amax is the maximum acceleration of
the robot arm when carrying the object; and µ is the coefficient of
friction between the container and the gripper (µ = 1.0 [11]). The
value of the force applied by the robot to grasp the object is calcu-
lated with Eq. 8 using the predicted object mass m̃. We compute
object safety as an exponential function that accounts for the differ-
ence between the applied normal force F̃ j (measured in simulation)
and the required normal force, F̂ j :

ψj = e
|F̃ j−F̂ j |

F̂ j
ln (1−c)

= ln (1− c)
|F̃ j−F̂ j |

F̂ j , (9)

where the normal force is the component of the contact force perpen-
dicular to the contact surface and c controls the sensitivity ofψj [11].
A negative difference represents a higher probability of dropping the
container, and a positive difference represents a higher probability of
breaking the container.

We quantify the accuracy of delivering the container upright and
within the target area as

∆j =

{
1− α

η
if (α < η) and (β < φ),

0 otherwise,
(10)

where α is the distance from the centre of the base of the container
to the target location d; η is the maximum distance allowed from the
delivery target location; β is the angle between the vertical axis of
the container and the vertical axis of the world coordinate system;
and φ is the value of β at which the container would tip over.

We compute the score for object safety, s9, as

s9 =
1

J

J∑
j=1

1jψ
j(mj , F̂ j), (11)

where the value of the indicator function, 1j , is 0 only when either
the filling mass or the containers mass is not estimated for each con-
figuration j; and the score for the delivery accuracy, s10, as

s10 =
1

J

J∑
j=1

∆j(α
j , βj , η, φ). (12)

The scores s9 and s10 are partially influenced by the simula-
tor conditions (e.g, friction, contact, robot control), but we aimed
at making the simulated handover reproducible across different al-
gorithms through the annotated object trajectory, starting handover
frame, and reconstructed 3D model.

Group tasks and overall score. For joint filling type and level
classification (s11), estimations and annotations of both filling type
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Table 1. Results of the CORSMAL challenge entries on the combination of the public and private CCM test sets [8, 12]. For a measure a,
its corresponding ground-truth value is â. All scores are normalised and presented in percentages. F̄1(·) is the weighted average F1-score.
Filling amount and type are sets of classes (no unit).

T1 T2 T3 T4 T5 Description Unit Measure Score Weight Type R2S RAN AVG [14] [15] [16] [17] [18] [19] [20]

Filling level λj s1 = F̄1(λ1, . . . , λJ , λ̂1, . . . , λ̂J ) π1 = 1/8 D 37.62 33.15 80.84 43.53 78.56 79.65 – 65.73 77.40
Filling type τj s2 = F̄1(τ1, . . . , τJ , τ̂1, . . . , τ̂J ) π2 = 1/8 D 24.38 23.01 94.50 41.83 96.95 94.26 – 80.72 99.13
Capacity mL γj s3 = 1

J

∑J
j=1 1je

−εj(γj,γ̂j) π3 = 1/8 D 24.58 40.73 – 62.57 54.79 60.57 – 72.26 59.51

Container mass g mjc s4 = 1
J

∑J
j=1 1je

−εj(mjc,m̂
j
c) π4 = 1/8 D 29.42 22.06 – – – – 49.64 40.19 58.78

Width at top mm wjt s5 = 1
J

∑J
j=1 1jσ1(wjt , ŵt

j) π5 = 1/24 D 32.33 76.89 – – – – – 69.09 80.01
Width at bottom mm wjb s6 = 1

J

∑J
j=1 1jσ1(wjb , ŵb

j) π6 = 1/24 D 25.36 58.19 – – – – – 59.74 76.09
Height mm hj s7 = 1

J

∑J
j=1 1jσ1(hj , ĥj) π7 = 1/24 D 42.48 64.32 – – – – – 70.07 74.33

Filling mass g mjf s8 = 1
J

∑J
j=1 1je

−εj(mj
f
,m̂
j
f
)

π8 = 1/8* I 35.06 42.31 25.07 53.47 62.16 65.06 – 70.50 65.25
Object mass g mj s9 = 1

J

∑J
j=1 1jψ

j(mj , F̂ j) π9 = 1/8* I 56.31 58.30 55.22 64.13 66.84 65.04 53.54 60.41 71.19
Pose at delivery (mm, ◦) (αj ,βj ) s10 = 1

J

∑J
j=1 ∆j(α

j , βj , η, φ) π10 = 1/8* I 72.11 70.01 73.94 78.76 72.91 80.40 60.54 73.17 79.32

Joint filling type and level s11 = F̄1(λ1, τ1, . . . , λ̂1, τ̂1, . . .) – D 10.49 8.88 77.15 24.32 77.81 76.45 – 59.32 78.16
Container capacity and dimensions s12 = s3/2 + (s4 + s5 + s6)/6 – D 28.99 53.60 – 31.28 27.39 30.28 – 69.28 68.16

Overall score S =
∑10
l=1 πlsl – I – 39.11 44.51 31.52 35.89 47.04 48.35 9.05 66.16 73.43

Best performing results for each row highlighted in bold. Results of tasks not addressed shown with a hyphen (–).
For s9 and s10, configurations with failures in grasping and/or delivering the containers in simulation using true physical properties as input are annotated and discarded.
For fairness, the residual between 100 and the scores obtained with true measures of the physical properties are added to s9 and s10 to remove the impact of the simulator.
KEY – T: task, D: direct score, I: indirect score, R2S: measured in the real-to-simulation framework, RAN: random estimation, AVG: average from the training set.
* weighted by the number of performed tasks.

and level are combined in K = 7 feasible classes, and F̄1 is re-
computed based on these classes. For joint container capacity and
dimensions estimation, we compute the following weighted average:

s12 =
s3
2

+
s4 + s5 + s6

6
. (13)

Finally, the overall score is computed as the weighted average of
the scores from s1 to s10. Note that s8, s9, and s10 may use random
estimations for either of the tasks not addressed by an algorithm.

3.4. IEEE ICASSP 2022 Challenge entries

Nine teams registered for the IEEE ICASSP 2022 challenge; three
algorithms were submitted for container mass estimation (T4), two
algorithms were submitted for classifying the filling level (T1) and
type (T2), and two other algorithms were submitted for estimating
the container properties (T3, T4, T5) by three teams. We refer to the
submissions of the three teams as A1 [18], A2 [19], and A3 [20].

A1 solved only the task of container mass estimation (T4) us-
ing RGB-D data from the fixed frontal view and by regressing the
mass with a shallow Convolutional Neural Network (CNN) [21]. To
increase the accuracy, A1 extracted a set of patches of the detected
container from automatically selected frames in a video, and aver-
aged their predicted masses. To classify the filling level (T1) and
type (T2), A2 used Vision Transformers [22], whereas A3 used pre-
trained CNNs (e.g., Mobilenets [23]) combined with Long Short-
Term Memory units or majority voting [24]. Only audio or audio
with visual information (RGB) from the fixed, frontal view is pre-
ferred as input. To estimate the container properties (T3, T4, T5),
A2 used RGB data from the three fixed views, and A3 used RGB-D
data from the fixed frontal view. A2 used a modified multi-view ge-
ometric approach that iteratively fits a hypothetical 3D model [25].
A3 fine-tunes multiple Mobilenets via transfer learning from the task
of dimensions estimation (T5) to the tasks of container capacity (T3)
and mass (T4) estimation [20]. These Mobilenets regress the prop-
erties using patches extracted from automatically selected frames
where the container is mostly visible [20]. To overcome over-fitting

of the limited training data and improve generalisation on novel con-
tainers, these Mobilenets are fine-tuned with geometric-based aug-
mentations and variance evaluation [20]. Overall, A3 is designed to
process a continuous stream (online), thus being more suitable for
human-to-robot handovers.

Table 1 shows the scores of the submissions on the combined
CCM test sets. As reference, we provide the results for the proper-
ties estimated by a pseudo-random generator (RAN), by using the
average (AVG) of the training set for container capacity, mass, and
dimensions; or by the algorithms of four earlier entries to the chal-
lenge [14, 15, 16, 17]. A3 achieves the highest F̄1 for filling type
classification (s2 = 99.13), and joint filling type and level classi-
fication (s11 = 78.16). A3 is also the most accurate in estimating
the container mass (s4 = 58.78), followed by A1 (s4 = 49.64),
and the container dimensions. A2 is the most accurate in estimating
the capacity (s3 = 72.26). A2 is also the most accurate for filling
mass (s8 = 70.50). A3 has a high accuracy for filling level and type
classification, but is affected by its lower accuracy for capacity esti-
mation. Among the entries of the challenge at IEEE ICASSP 2022,
A3 achieves the best score for object safety (s9 = 71.19) and deliv-
ery accuracy (s10 = 79.32). In conclusion, A3 reaches the highest
overall score (S = 73.43), followed by A2 (S = 66.16).

4. CONCLUSION

Recent, fast advances in machine learning and artificial intelligence
have created an expectation on the ability of robots to seamlessly
operate in the real world by accurately and robustly perceiving and
understanding dynamic environments, including the actions and in-
tentions of humans. However, several challenges in audio-visual per-
ception and modelling humans with their hard-to-predict behaviours
hamper the deployment of robots in real-world scenarios.

We presented the tasks, the real-to-simulation framework, the
scores and the entries to the CORSMAL challenge at IEEE ICASSP
2022 . These new entries complement the algorithms previously sub-
mitted to the challenge [14, 15, 16, 17].
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