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ABSTRACT

There has been a rising interest in graph neural networks
(GNNs) for representation learning over the past few years.
GNNs provide a general and efficient framework to learn
from graph-structured data. However, GNNs typically only
use the information of a very limited neighborhood for each
node to avoid over-smoothing. A larger neighborhood would
be desirable to provide the model with more information. In
this work, we incorporate the limit distribution of Personal-
ized PageRank (PPR) into graph attention networks (GATSs)
to reflect the larger neighbor information without introduc-
ing over-smoothing. Intuitively, message aggregation based
on Personalized PageRank corresponds to infinitely many
neighborhood aggregation layers. We show that our mod-
els outperform a variety of baseline models for four widely
used benchmark datasets. Our implementation is publicly
available online. [1]

1. INTRODUCTION

Graph Neural Networks (GNNs) [, 2] have proved to be
an effective representation learning framework for graph-
structured data. GNNs have achieved state-of-the-art per-
formance on many practical predictive tasks, such as node
classification, link prediction and graph classification. A
GNN can be viewed as a message-passing network [3]], where
each node iteratively updates its state by interacting with its
neighbors. GNN variants mostly differ in how each node
aggregates the representations of its neighbors and combines
them with its own representation. Several methods have been
proposed to improve the basic neighborhood aggregation
scheme such as attention mechanisms [4, 5], random walks
[6, 7], edge features [3]] and making it more scalable on large
graphs [6, |8]. However, all these methods only use the infor-
mation of a very limited neighborhood for each node to avoid
over-smoothing [[7]. A larger neighborhood would be needed
to provide the model with more information.

In this work, we incorporate the limit distribution of Per-
sonalized PageRank (PPR) [9] into GNNSs to reflect the larger
neighbor information without introducing over-smoothing.
Message aggregation based on PPR corresponds to infinitely
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many neighborhood aggregation layers. However, comput-
ing the PPR distribution can be challenging for large graphs
[LOL [11]. Our approach uses an approximate PPR matrix,
which approximates the PPR matrix with a sparse matrix in
a scalable and distributed way. Also, to fully leverage the
expressive power of GNNs, we incorporate this PPR matrix
into graph attention networks (GATs) [S]. GAT generalizes
the standard averaging or max-pooling of neighbors [[12} [13]],
by allowing every node to compute a weighted average of its
neighbors according to the neighbor’s importance. We call
our model PPRGAT (Personalized PageRank Graph Atten-
tion Network).

To incorporate the PPR matrix into GAT, we consider two
versions. First, we concatenate the PPR matrix information
to the node features x;, x; to compute the attention score be-
tween node ¢ and node j if there is an edge between node ¢ and
node j. In this version, we use the original adjacency matrix,
and the neighbors are determined by this adjacency matrix as
in the standard GATs [3]]. Second, we replace the original ad-
jacency matrix with the sparse approximate PPR matrix. In
this version, only the top k elements of ¢’s row of the approx-
imate PPR matrix are considered the neighbors of node . We
show that our models outperform a variety of baseline models
across all datasets used for our experiments.

2. RELATED WORK

In this section, we first introduce our notation and then review
prior work related to our work. Let G = (V, E) denote a
graph with a set of nodes V' = {vy,--- ,vn}, connected by
aset of edges ' C V x V. Node features are organized in a
compact matrix X € RV *P with each row representing the
feature vector of one node, where IV is the number of nodes
and D is the dimension of the features. Let A € RN*N
denote the adjacent matrix that describes graph structure of
G : A;; = 1if there is an edge e;; from node ¢ to node j,
and 0 otherwise. By adding a self-loop to each node, we have
A = A+ Iy to denote the adjacency matrix of the augmented
graph, where Iy € RV*¥ is an identity matrix.

2.1. Neighbor Aggregation Methods

Most of the graph learning algorithms are based on a neigh-
bor aggregation mechanism. The basic idea is to learn a



parameter-sharing aggregator, which takes feature vector z;
of node 7 and its neighbors’ feature vectors to output a new
feature vector for the node 7. The aggregator function defines
how to aggregate the low level features of a certain node and
its neighbors to generate high level feature representations.
The popular Graph Convolution Networks (GCNs) [[12] fall
into the category of neighbor aggregation. For a node classi-
fication task with a 2-layer GCN, its encoder function can be
expressed as

f(X, A, W) = softmax (AU(AXWW))W(D) S

where A= D=3 AD~%,D;; = > A;j, W0s are the learn-
able parameters of GCNs, and o () is a nonlinearity function.
Specifically, the aggregator of GCNs can be expressed as

W =0 | 3 4w ) 2)
JEN;

where hy) is the hidden representation of node j at layer [ ,

hO = X , and V; denotes the set of all the neighbors of node
1, including itself.

2.2. Graph Attention Networks

Recently, attention networks have achieved state-of-the-art re-
sults in many tasks [[14]. By using learnable weights on each
input, the attention mechanism determines how much atten-
tion to give to each input. GATs [5] utilize an attention-based
aggregator to generate attention coefficients over all neigh-
bors of a node for feature aggregation. In particular, the ag-
gregator function of GATS is

W =0 | 3 oW 3)
JEN;
This is similar to that of GCNs, Equation @ except that al(é)
is the attention coefficient of edge e;; at layer [, assigned by an
attention function rather than by a predefined A. To increase
the capacity of attention mechanism, GATs further exploit
multi-head attentions for feature aggregation. The learned at-
tention coefficient can be viewed as an importance score of an
edge.
In GAT, a scoring function e : R? x R? — R computes a
score for every edge (7, i), which indicates the importance of
the features of the neighbor j to the node i:

e(hi, h;) = LeakyReLU(a” - [Wh;||Wh;]) 4)

where a € R** W e R**? are learned, and || denotes
vector concatenation. These attention scores are normalized
across all neighbors j € N; using softmax:

exp(e(hi, hj))
Zj'e/\fi exp(e(hi, hjr)

a;j = softmax;(e(h;, h;)) =

) )

Later, [[15] pointed out that the ranking of attention coef-
ficients in Equation (3)) is global for all nodes. [[15] proposed
GATV2, which modifies Equation () to

e(hi, h;) = a”LeakyReLU(W - [h;]|h;]) (6)

and showed that it can yield dynamic attention using this sim-
ple modification.

In our work, we implement our PPRGAT for these two
versions, GAT [5] and GATv2 [15)]. We will call the sec-
ond version (PPRGAT applied to GATv2) as PPRGATV2 if
the distinguishment is needed. We show that PPRGAT and
PPRGATV2 outperform the baselines.

2.3. Personalized PageRank and GNNs

Despite their success of GNNs, over-smoothing is a common
issue faced by GNNs [7]. That is, the representations of the
graph nodes of different classes would become indistinguish-
able when stacking multiple layers, which hurts the model
performance. Due to this reason, GNNs typically only use the
information of a very limited neighborhood for each node. In
order to address this issue, there have been efforts to incor-
porate PPR into GNNs recently. [[10] proposes “Predict then
Propagate” methods: It first predicts the node representations
using a simple MLP, and then aggregates these node represen-
tations using PPR limit distributions. [[11]] uses a similar ap-
proach, except that it pre-computes the limit distributions and
uses only top k important neighbors of each node for scala-
bility.

3. PROPOSED METHOD: PPRGAT

In this section, we introduce our new model, PPRGAT. Our
work is inspired by GAT (Section[2.2) and PPR (Section[2.3).
We incorporate PPR limit distribution into the attention coef-
ficients in GAT layers. In this way, GNNs can be aware of
the whole graph structure and learn more efficient attention
weights.

3.1. Approximate PPR Distribution as Sparse Matrix
We consider the PPR matrix defined by

" = (I, —(1—a)D'4) 7", 7

where is a teleport probability. Each row (i) := II}", is equal
to the PPR vector of node . We are interested in efficient
and scalable algorithms for computing (an approximation of)
PPR. Random walk sampling [[13] is one such approximation
technique. While it’s simple to implement, in order to guar-
antee at most € absolute error with probability of 1 — %, we

need O (106%") random walks.

For this work, we adopt the approach by [16]. It offers
a good balance of scalability and approximation guarantees.




When the graph is strongly connected, 7 () is non-zero for all
nodes. However, we can still obtain a good approximation by
truncating small elements to zero since most of the probability
mass in the PPR vectors 7(¢) is localized on a small number of
nodes [16,[17]]. Thus, we can approximate (i) with a sparse
vector and in turn approximate IIPP" with a sparse matrix TI¢.

We additionally truncate II¢ to contain only the top k
largest entries for each row (7). We call it II¢*. Note that
this computation can be parallelized for each node ¢. Further-
more, we only need to pre-compute I1¢* once and reuse it
during the training.

3.2. GAT layer with PPR matrix

To incorporate the PPR matrix information into the GAT
layer, we modify Equation (4)) to

e(hi, h;) = LeakyReLU(a™ - [Wh,;HWthH;f]). 8)

Using this simple modification, we can naturally incorpo-
rate the global graph structure into the local GAT layer. We
apply the same approach to GATV2 [15] as well. For this,
Equation (6) is modified to

e(hi, h;) = a LeakyReLU(WV - [hi||hj||n;f}) 9)

We call this model PPRGATV2.

Now, when we normalize the attention scores across all
neighbors j € N; as in Equation (3)) and aggregate the fea-
tures as in Equation (3), we consider two approaches for the
definition of neighbors A/;. First, the base version is to ag-
gregate over the top-k nodes of 7(i). Second, we aggregate
over the original neighbors defined by the original adjacency
matrix. We call this variant PPRGAT-local and PPRGATv2-
local, respectively. Fig. [I] shows the overall illustration of
PPRGAT model.
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Fig. 1. Tllustration of PPRGAT. First, we precompute I1¢*
from the adjacency matrix. Second, H:;k, x;,; are used to-
gether to generate the attention score from node j to nose ¢ in
the GAT layer. The model is trained end-to-end.

4. EXPERIMENTS

We compare our proposed model against two GAT based
baselines and two PPR based baselines. Specifically, GAT
based baselines include GAT [5]] and GATv2 [15], and PPR
based baselines include (A)PPNP [[10] and PPRGo [[11]. For
our proposed models, we evaluate the four variants described
in Section B} PPRGAT, PPRGAT-local, PPRGATV2, and
PPRGATV2-local.

4.1. Datasets

Transductive learning We test the models on the three stan-
dard citation network benchmark datasets: Cora, Citeseer,
and Pubmed [18]]. For these datasets, we follow the trans-
ductive experimental setup of [19]. While large graphs do
not necessarily have a larger diameter, note that these graphs
indeed have average shortest path lengths between 5 and 10
and therefore a regular two-layer GCN cannot cover the en-
tire graph. This characteristic makes these citation datasets
particularly useful to evaluate the effectiveness of introduc-
ing PPR information into the shallow layers of GNNs.
Inductive learning We test the models on protein-protein in-
teraction (PPI) dataset that consists of graphs corresponding
to different human tissues [20]. In this task, the testing graphs
remain completely unobserved during training.

Table [T]summarizes the graph datasets used in the experi-
ments.

4.2. Experimental Setup

For fair comparisons, for all of our 4 variants of PPRGAT,
we use the same hyperparameters as the GAT based base-
lines and PPR based baselines if possible. Specifically, GAT
based setup is for our 4 variants of PPRGAT and the two base-
lines: GAT and GATv2. PPR based setup is applicable to our
4 variants of PPRGAT and the two baselines: (A)PPNP and
PPRGo. More details are described below.

4.2.1. Transductive learning

Common setup We use an early stopping strategy on valida-
tion loss, with a patience of 100 epochs.

GAT related setup We apply a two-layer GAT model. For
the first layer, we use 8 features and 8 attention heads. Then
it’s followed by a ReL.U. For the second layer, the number of
output features is the same as the number of classes, and we
use 1 head except for PubMed. For PubMed, we use 8 output
attention heads, following the observation from [21]].

PPR related setup We use teleport parameter o = 0.25 for
all datasets. For the approximation I1¢* of IIPP", we use ¢ =
10~* and k = 32. In other words, we keep only the top 32
elements of each PPR distribution 7 (%).



Table 1. Summary of the graph datasets used in the experiments

Cora Citeseer Pubmed PPI
Task Transductive Transductive Transductive Inductive
Nodes 2708 (1 graph) 3327 (1 graph) 19717 (1 graph) 56944 (24 graphs)
Edges 5429 4732 44338 818716
Features/Node 1433 3703 500 50
Classes 7 6 3 121
Training Examples 140 120 60 44906
Validation Examples 500 500 500 6514
Test Examples 1000 1000 1000 5524

Table 2. Classification accuracies (in %) of different node
classification algorithms on the citation datasets. Results are
the averages of 10 runs.

Model Cora Citeseer Pubmed
GAT 83.0 70.8 79.0
GATV2 82.9 71.6 78.7
APPNP 83.3 71.8 80.1
PPRGo 74.2 65.6 70.7
PPRGAT 83.9 72.5 80.4
PPRGAT-local 84.0 72.2 80.1
PPRGATvV2 83.8 72.4 80.5
PPRGATv2-local  83.9 72.1 80.2

4.2.2. Inductive learning

Common setup We use an early stopping strategy on micro-
F1 score on the validation sets, with a patience of 100 epochs.
GAT related setup For the inductive learning task (PPI
dataset), we apply a three-layer GAT model. Both of the first
two layers consist of K = 4 attention heads computing 256
features, followed by an ELU nonlinearity. The final layer
is used for the multi-label classification. For this final layer,
we use 6 attention heads computing and 121 features each.
As observed by [3]], the training sets for the PPI dataset are
sufficiently large, and we found no need to apply dropout for
regularization.

PPR related setup We use the same settings as in the trans-
ductive learning.

4.3. Evaluation Results

The evaluation results of our experiments are summarized in
Table [2] and Table 3] The experiment results successfully
demonstrate that our models outperform the baselines across
all four datasets. It is important to note that our models out-
perform the baseline on the PPI dataset. This implies that
the approximate PPR matrix of the unseen data along side the
learned weights can still efficiently predict the outputs.

Table 3. Classification micro-F1 scores (in %) of different
node classification algorithms on the PPI dataset. Results are
the averages of 10 runs.

Model PPI
GAT 96.5
GATv2 96.3
APPNP 96.7
PPRGo 87.8
PPRGAT 97.5
PPRGAT-local 97.1
PPRGATV2 97.4

PPRGATV2-local 97.1

5. CONCLUSION

We have introduced PPRGAT that incorporates the PPR in-
formation into the GATs. In this way, PPRGAT utilizes the
expressive power of GATs, while incorporating the whole ad-
jacency matrix information via PPR matrix, even with the
shallow GAT layers. Approximating the PPR matrix is very
efficient following the approach by [16], and it can be easily
parallelized. Furthermore, computing the PPR matrix is one-
time preprocess step before starting the training. This PPR
matrix is stored in memory and reused during the training. As
a result, PPRGATS achieve the scalability at the same level of
GATs.



(1]

(2]

(3]

(4]

(5]

(6]

(7]

(8]

(9]

(10]

(11]

6. REFERENCES

Marco Gori, Gabriele Monfardini, and Franco Scarselli,
“A new model for learning in graph domains,” in Pro-
ceedings. IEEE International Joint Conference on Neu-
ral Networks. IEEE, 2005, vol. 2, pp. 729-734.

Franco Scarselli, Marco Gori, Ah Chung Tsoi, Markus
Hagenbuchner, and Gabriele Monfardini, “The graph
neural network model,” I[EEE transactions on neural
networks, vol. 20, no. 1, pp. 61-80, 2008.

Justin Gilmer, Samuel S Schoenholz, Patrick F Riley,
Oriol Vinyals, and George E Dahl, “Neural message
passing for quantum chemistry,” in International con-
ference on machine learning. PMLR, 2017, pp. 1263-
1272.

Steven Kearnes, Kevin McCloskey, Marc Berndl, Vi-
jay Pande, and Patrick Riley, “Molecular graph con-
volutions: moving beyond fingerprints,” Journal of
computer-aided molecular design, vol. 30, no. 8, pp.
595-608, 2016.

Petar Velickovié, Guillem Cucurull, Arantxa Casanova,
Adriana Romero, Pietro Lio, and Yoshua Bengio,
“Graph attention networks,” in International Confer-
ence on Learning Representations, 2018.

Rex Ying, Ruining He, Kaifeng Chen, Pong Eksombat-
chai, William L. Hamilton, and Jure Leskovec, “Graph
convolutional neural networks for web-scale recom-
mender systems,” in Proceedings of the 24th ACM
SIGKDD International Conference on Knowledge Dis-
covery and Data Mining. 2018, p. 974-983, Association
for Computing Machinery.

Qimai Li, Zhichao Han, and Xiao-Ming Wu, “Deeper
insights into graph convolutional networks for semi-
supervised learning,” in Thirty-Second AAAI conference
on artificial intelligence, 2018.

Jie Chen, Tengfei Ma, and Cao Xiao, “Fastgcn: Fast
learning with graph convolutional networks via impor-
tance sampling,” 2018.

Lawrence Page, Sergey Brin, Rajeev Motwani, and
Terry Winograd, “The pagerank citation ranking: Bring-
ing order to the web.,” Tech. Rep., Stanford InfoLab,
1999.

Johannes Klicpera, Aleksandar Bojchevski, and Stephan
Gilinnemann, “Predict then propagate: Graph neural net-
works meet personalized pagerank,” in International
Conference on Learning Representations (ICLR), 2019.

Aleksandar Bojchevski,
Perozzi, Amol Kapoor,

Johannes Klicpera, Bryan
Martin Blais, Benedek

[12]

[13]

[14]

[15]

[16]

[17]

(18]

(19]

(20]

(21]

Rézemberczki, Michal Lukasik, and Stephan
Gilinnemann, “Scaling graph neural networks with
approximate pagerank,” in Proceedings of the 26th
ACM SIGKDD International Conference on Knowledge
Discovery and Data Mining, New York, NY, USA,

2020, ACM.

Thomas N. Kipf and Max Welling, ‘“Semi-supervised
classification with graph convolutional networks,” in
International Conference on Learning Representations
(ICLR), 2017.

William L. Hamilton, Rex Ying, and Jure Leskovec, “In-
ductive representation learning on large graphs,” 2018.

Kelvin Xu, Jimmy Ba, Ryan Kiros, Kyunghyun Cho,
Aaron Courville, Ruslan Salakhudinov, Rich Zemel, and
Yoshua Bengio, “Show, attend and tell: Neural image
caption generation with visual attention,” in Interna-
tional conference on machine learning. PMLR, 2015,

pp. 2048-2057.

Shaked Brody, Uri Alon, and Eran Yahav, “How at-
tentive are graph attention networks?,” in International
Conference on Learning Representations, 2022.

Reid Andersen, Fan Chung, and Kevin Lang, “Lo-
cal graph partitioning using pagerank vectors,” in
IEEE Symposium on Foundations of Computer Science
(FOCS’06). IEEE, 2006, pp. 475-486.

Huda Nassar, Kyle Kloster, and David F Gleich, “Strong
localization in personalized pagerank vectors,” in Inter-
national Workshop on Algorithms and Models for the
Web-Graph. Springer, 2015, pp. 190-202.

Prithviraj Sen, Galileo Namata, Mustafa Bilgic, Lise
Getoor, Brian Galligher, and Tina Eliassi-Rad, “Collec-
tive classification in network data,” Al magazine, vol.
29, no. 3, pp. 93-93, 2008.

Zhilin Yang, William Cohen, and Ruslan Salakhudi-
nov, “Revisiting semi-supervised learning with graph
embeddings,” in International conference on machine
learning. PMLR, 2016, pp. 40—48.

Marinka Zitnik and Jure Leskovec, “Predicting multi-
cellular function through multi-layer tissue networks,”
Bioinformatics, vol. 33, no. 14, pp. 190-198, 2017.

F Monti, D Boscaini, J Masci, E Rodola, ] Svoboda, and
MM Bronstein, “Geometric deep learning on graphs and
manifolds using mixture model cnns,” IEEE conference
on computer vision and pattern recognition, 2016.



	1  Introduction
	2  Related work
	2.1  Neighbor Aggregation Methods
	2.2  Graph Attention Networks
	2.3  Personalized PageRank and GNNs

	3  Proposed Method: PPRGAT
	3.1  Approximate PPR Distribution as Sparse Matrix
	3.2  GAT layer with PPR matrix

	4  Experiments
	4.1  Datasets
	4.2  Experimental Setup
	4.2.1  Transductive learning
	4.2.2  Inductive learning

	4.3  Evaluation Results

	5  Conclusion
	6  References

