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ABSTRACT

This paper deals with the problem of informed source separation
(ISS), where the sources are accessible during the so-called encod-
ing stage. Previous works computed side-information during the
encoding stage and source separation models were designed to uti-
lize the side-information to improve the separation performance.
In contrast, in this work, we improve the performance of a pre-
trained separation model that does not use any side-information.
To this end, we propose to adopt an adversarial attack for the op-
posite purpose, i.e., rather than computing the perturbation to de-
grade the separation, we compute an imperceptible perturbation
called amicable noise to improve the separation. Experimental
results show that the proposed approach selectively improves the
performance of the targeted separation model by 2.23 dB on av-
erage and is robust to signal compression. Moreover, we propose
multi-model multi-purpose learning that control the effect of the
perturbation on different models individually.

Index Terms— informed source separation, adversarial ex-
ample

1. INTRODUCTION

Audio source separation has been intensively studied over the
last decade [1H5] owing to its wide range of applications such
as karaoke, remixing, spatial audio, and many other downstream
tasks. Although the separation performance has greatly improved
thanks to recent advances in deep neural network (DNN)-based
methods, it remains far from perfect in many challenging scenarios
including the separation of music containing many instrumental
sounds mixed in a stereo format [6H12]]. In some cases, such as
music production, sources can be assumed to be known during the
mixing stage. Informed source separation (ISS) takes advantage of
this and computes side-information during the so-called encoding
stage. Side-information can be either embedded into mixtures by
using watermark approaches [13]/14] or simply transmitted along
with the mixtures [15]. Separation models are designed to utilize
the side-information to improve the performance.

In this work, different from previous works, we adopt a pre-
trained DNN-based separation model that is trained without any
side-information for ISS. Rather than modifying the pretrained
separation model to use the side-information, we compute an im-
perceptible perturbation that is carefully designed to improve the
separation of the model and add it to the mixture. The proposed
approach is closely related to adversarial examples, which were
originally discovered in image classification [16], that is, imper-
ceptibly small perturbations can significantly alter DNN predic-

tions. The proposed method in this paper can be seen as an ap-
plication of adversarial attacks for the opposite purpose, namely,
the perturbation is computed to improve the separation rather than
degrade it. In this analogy, we refer to samples computed by the
proposed method as amicable examples. However, the effective-
ness of amicable examples is unclear as they can have potentially
different properties from adversarial examples. This is because
(i) while (untargeted) adversarial examples only need to be apart
from targets and many possible perturbation can degrade the sep-
aration, amicable examples have concrete targets; thus, amicable
examples may be difficult to find or less effective; (ii) if the loss
curve becomes flat around the target y but becomes steep away
from the target, the improvement of an amicable example may be
not as significant as that of an adversarial example; (iii) amicable
examples may be more prone to stacking with local optima. In our
experiment, we provide both quantitative and qualitative evalua-
tions of the effect of amicable examples.

An advantage of the proposed method is that since the sepa-
ration model is not modified to use side-information, the model
can be used for both standard mixtures and amicable examples in
a unified manner. Moreover, we show that amicable examples are
robust against audio signal compression, which allows us to trans-
mit amicable examples at low bit rates. As shown in our experi-
ment, amicable examples can selectively improve the performance
of the targeted separation model and have very limited effects on
untargeted separation models. Although this is often a desirable
property, having explicit control of the effects of amicable exam-
ples on multiple models is more desirable. To this end, we pro-
pose the use of multi-model multi-purpose perturbation learning
(MMPL) to control the effect of perturbation in both positive and
negative ways depending on the separation model.

The contributions of this work are summarized as follows:

1. We propose amicable examples, the opposite optimization
problem to adversarial examples, and apply them to ISS. The
proposed method allows us to use the same separation model
universally under both informed- and non-informed conditions.

2. We investigate the effectiveness of amicable examples on tar-
geted and untargeted models and show the selective effective-
ness for the targeted model. We further show the robustness of
amicable examples against distortions caused by signal com-
pression.

3. We further propose MMPL to control the effects of the pertur-
bation against multiple models individually.

4. We show that, by using MMPL, amicable and adversarial ex-
amples can co-exist, namely, a perturbation can significantly
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Fig. 1. Simplified visualization of a loss curve for the sepa-
ration f(x). For simplicity, we consider the [, norm for the
constraint (||v]|ss < €). For the adversarial example x + 7,
the input x is perturbed towards the direction to increase the
criterion d() within an e-ball while the perturbation v for the
amicable example decreases it. The minimum loss can be ob-
tained when x + v = y, which may be outside of the e-ball.

improve the performance of some models and significantly de-
grade the performance of others.

2. RELATED WORKS

Side-information approaches: In [[13], the modified discrete
cosine transform (MDCT) coefficients are used to form the side-
information, and separation is performed by estimating a mask
from the encoded MDCT coefficients at each time-frequency
point by assuming the sparsity of sources. In [[14}/15], local Gaus-
sian models (LGM) are adopted to solve ISS problems. Bliser
et al. applied non-negative tensor factorization (NTF) to ISS,
where factorized matrices are compressed and transmitted as the
side-information and reconstructed matrices are used to calculate
the parameters of the Wiener filter [[17]. Another line of works
that closely related to ISS is to use extra information such as a
music score or text [[18-20]], or to use an extra model trained for
other tasks such as automatic speech recognition [21]] to lever-
age knowledge from other domains. Existing ISS approaches
heavily rely on the side-information, and separation models are
specifically designed to use the side-information. Therefore, such
models cannot perform separation or perform poorly if the side-
information is not available.

Adversarial examples: Since adversarial examples can be a
crucial problem for many DNN-based systems, they have been
intensively investigated from different aspects including attack
methods [22], defense methods [2324]], transferability [25}26],
and the cause of network vulnerabilities [27,[28]]. Recently Taka-
hashi ef al. investigated adversarial examples on audio source
separation and reported that some attack methods are effective
with limited transferability [[29].

3. AMICABLE-EXAMPLE-BASED INFORMED SOURCE
SEPARATION

Given N sources y = [y1, ..., yn] and a mixture z = Zi\il Yi
a DNN-based separation model fg() is trained to minimize the
expectation of a training criterion d() across data D as

meinE(x’y)eD[d(fQ(x%y)L (1)

where 6 denotes network parameters. A typical choice for d() is
11 or [2 distance. We use /2 distance in this work. Unlike conven-
tional ISS, where the separation model is designed to use the side-
information 1, (y) encoded from y and optimize the parameters
0, w as ming ., d(fo(x,¥w(y)),y), we fix the separation model
parameters 6 and instead compute a perturbation v that minimizes
the criterion under a constraint C on the perturbation as

min d(fo(z +v),y), V= {v[C(r) <e}. )

The perceptibility of the perturbation v highly depends on the in-
put mixture x to be added, for example, low-level noise can be per-
ceptible when the mixture is also low-level, and high-level noise
can be hardly perceptible when the mixture is also high-level.
To incorporate the masking effect, we use short-term power ratio
(STPR) regularization [29]] as the constraint, i.e.,

Cster(v) = [[9(v,1)/9(z, D1, ©)

where ¥(v,1) = [||vill2,- -, ||lvn]|2] is the framewise {2 norm
function, which computes the norms of short frames v, =
[v(tn), - ,v(tn + )] of length ! starting from time index
tn = (n — 1)I. We use | = 4096 samples. Unlike adversarial
examples, where the perturbation can be arbitrarily large with-
out the constraint on the magnitude of the perturbation, amicable
noise v can be self-regularized; the perturbation may not become
too large without any constraint because injecting too large per-
turbation in the mixture itself makes the separation difficult and
thus, the amicable perturbation may inherently need to be small
to minimize the separation error. Nevertheless, we found that the
constraint is essential not only for regularizing the magnitude of
the perturbation but also for robustly obtaining improvements in
the separation.

By introducing a Lagrange weight A, can be solved by
minimizing the loss function L using stochastic gradient descent:

L(v) = ||f(z +v) — yll3 + ACsTPR (V). 4)

We omit 6 for the sake of clarity.

If the negative of the first term is used instead, @]} results in
the loss function for the adversarial example. However, optimiza-
tion behavior can be different depending on the loss surface, as
shown in Fig. [T} If the loss curve becomes flat around the (local)
optimal point but becomes steep away from the optimal point, the
improvement by amicable examples may not be as significant as
that by adversarial examples and vice versa.

4. INCORPORATING MULTIPLE MODELS FOR
MULTIPLE PURPOSES

An amicable example perturbs the mixture towards the direction
where the separator believes it sounds more like the target sources.
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Fig. 2. SDR improvement with different amicable noise lev-
els. Higher DIgpg indicates lower noise level.

A natural question is “Is the amicable example universal for other
separation models?”. As shown in our experiment in Sec. we
found that amicable example is specific to the separation model
used to compute it, which we call the targeted model, and it does
not markedly improve the performance of untargeted models. This
property is useful when one wants to minimize the side-effect on
other models or to design a system where a targeted model exclu-
sively benefits from the amicable example. However, it is more
useful to have individual control in the separation of multiple sep-
aration models. To this end, we propose MMPL as

Lv) =) ailf' (@ +v),yl3 + ACstpr(v),  (5)

where f* denotes the ith separation model and «; the weight to
control the effect on each model. Note that a; can be a negative
value and in such a case, the term promotes the perturbation to
be an adversarial example for model f°. When all o; are nega-
tive and Z , @i = —1, the loss becomes similar to the adversarial
attack against an ensemble of models [30]. However, MMPL is
more general and flexible as it can produce both amicable and ad-
versarial examples at the same time depending on the model, i.e.,
suppose I' = {i|a; > 0} and A = {i|a; < 0}, the perturbation
v acts as the amicable example for models f*€T but acts as ad-
versarial example for models f €A To the best of our knowledge,
this is the first attempt to learn a perturbation that serves as both
amicable and adversarial examples simultaneously.

5. EXPERIMENTS

5.1. Setup

Experiments are conducted on the fest set of the MUSDBI18
dataset [31]], which contains 50 songs recorded in stereo format
at 44.1 kHz. Four sources (vocals, drums, bass, other) and their
mixture are available for each song. To speed up the evaluation
for our extensive experiments, we crop 10s clips from each song
and use them for the evaluation.

The signal-to-distortion ratio (SDR) is used as the evaluation
metric of separation performance. As in SiSEC 2018 [31]], SDR
is computed using the museval package and the median over all

Table 1. Subjective test on perceptibility of amicable exam-

ples.
DIspr [dB] \ Accuracy
27.8 51.0%
30.1 49.0%
Table 2. SDRs of the separation of original mixtures and

amicable example computed using UMXwuq (in dB). The am-
icable example selectively improves the performance of the
targeted model.

Model [ input [ vocals drums bass other Avg.
UMX1uq 6.25 6.24 507 340 524
Demucs Original 6.71 5.92 531 241 5.09
D3Net 7.08 6.79 508 356 5.63
UMX 6.65 591 486 339 520
UMXgq 8.44 8.03 6.76 561 7.21
Demucs Amicable 6.66 5.96 549 251 5.16
D3Net (UMXHuq) 7.18 6.73 512 3.62  5.66
UMX 7.53 6.74 566 446  6.10

tracks of the median of each track is reported. To evaluate how
much the mixture is distorted by the perturbation, we use the SDR
between the mixture x and the perturbed mixture = + v,

DIspr = SDR(JL‘, x + I/), (6)

which we call the degradation of input DIgpR.

For the separation models, we use three open-source libraries,
namely Open-Unmix (UMX) [32], D3Net [|12]], and Demucs [10],
to ensure a variety of separation algorithms. UMX is based on
bidirectional long-short term memory (BLSTM) layers and per-
forms the separation in the frequency domain. D3Net is a convo-
lutional neural network and also operates in the frequency domain.
Demucs consists of both convolution and BLSTM layers and per-
forms separation in the time domain. All models are trained on the
MUSDBI18 train set. In addition, UMX and Demucs have their
variants: UMXnq is trained on the uncompressed MUSDB18
train set and Demucs,; is trained with 150 additional songs.

The initial perturbation is a uniform noise [—e¢, €], ¢ = 0.01,
and is optimized using Adam for 300 iterations with the learning
rate of 0.01.

5.2. Level of amicable noise and separation improvement

First, we investigate the relationship between the level of perturba-
tion and separation performance improvement. We use UMXnq
for the evaluation and set different A values ([10, 20, 40, 100]) in
@) to control the perturbation level. Fig. 2] shows the SDR im-
provement SDRi over the original mixture with different DIspg.
As expected, the SDR improvement becomes more significant
with increasing perturbation level. For 27.8 dB DIgpr, an im-
provement of more than 2 dB is obtained on average. To evaluate
the perceptibility of the amicable noise, we conduct a subjec-
tive test similarly to the double-blind triple-stimulus with hidden
reference format (ITU-R BS.1116), where the reference is the



Table 3. SDRs for separation of perturbed samples computed using MMPL in two scenarios («; are both positive and o; have
opposite signs). Values in brackets indicate the SDR improvement over the separation of the original mixture.

Model \ Q; \ DIspr \ vocals drums bass other Avg.
UMXuq | positive 2921 7.90 (+1.65) 8.26 (d+2.02) 6.22 (+1.15) 5.08 (+1.68) 6.87 (+1.63)
Demucs,, | positive ' 9.10 (+1.60)  9.89 (+2.01)  9.75 (+2.19) 5.87 (+2.56) 8.65 (+2.09)
UMXnuq | positive 7382 7.89 (+1.64) 8.26 (+2.02) 6.22 (+1.15) 5.08 (+1.68) 6.86 (+1.62)
Demucs,, | negative ' 0.51 (-6.99) 0.5 (-7.38) 1.47 (-6.09) -1.08 (-4.39) 0.35(-6.21)

original mixture and either A or B is the same as the reference
and the other is an amicable example. Evaluators are asked to
identify which one of A or B is the same as the reference. We test
two amicable noise levels and 40 audio engineers evaluated five
songs of 10 s duration for each noise level. Table [If shows that
the accuracy of correctly identifying the reference is close to the
chance rate (50%) at DIspgr of 27.8 dB; thus, the amicable noise
is imperceptible.

5.3. Effects on untargeted models

Next, we test the amicable example on untargeted models. The
amicable example is computed using UMXpq and tested on dif-
ferent separation models. Table[2]shows the SDR values computed
on the separations of the original mixture and amicable examples.
By comparing the results of the original mixture and amicable ex-
ample for each model, we observe that the amicable example sig-
nificantly improves the SDRs of the targeted model UMXgnq but
only slightly improves the SDRs of Demucs and D3Net. This in-
dicates that the loss surfaces (2) of these models are very different
and thus the amicable noise is not generalized to different models.
In contrast, the SDR improvement of UMX is more significant
than that of Demucs and D3Net, probably because the architec-
tures of UMX and UMXpq are identical and they were trained on
very similar datasets (only their high-frequency components are
different); thus, their loss surfaces are probably also similar.

5.4. Robustness against signal compression

As audio signals are often compressed to reduce the bandwidth or
file size for transmission, it is important to assess the robustness of
an amicable example against compression to verify its usability in
realistic scenarios. To this end, we study how SDR improvements
change by compressing the amicable example using an MP3 en-
coder with different compression levels. Fig. [3] shows that even
after the amicable example is compressed with 256 kbps, the SDR
improvement over the original mixture is nearly the same as that of
the uncompressed example. Although more aggressive compres-
sion rates slightly degrade the effectiveness, the amicable example
still improvse the SDR by 1.57 dB on average at 128 kbps.

5.5. Amicable adversarial example with MMPL

Finally, we evaluate MMPL in two scenarios using UMXuq and
Demucs.,. In the first scenario, «; in @ is set to be positive
for both UMXHq and Demucse.. In this case, the perturbation is
computed to improve both models. In the second scenario, we use
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Fig. 3. SDR improvement with different MP3 compression
bit rates.

a negative a; for Demucs.; instead. This makes the perturbation
amicable for UMXpnq but adversarial for Demucse.. To balance
the magnitude of loss for both models, we set (aUMX, aDemucs)
to be [1,100] for the former case and [1, —100] for latter. The
results are shown in Table[§} As observed, when we include both
models to compute the amicable example, the performance of both
models are improved, which is not the case when only one model
is used, as shown in Sec. @} More interestingly, in the second
scenario, where we use opposite signs for the two models, we ob-
serve that the same perturbation significantly improves UMXnq
but significantly degrades Demucs.,. The results show that we
can design a perturbation to be both an amicable example and an
adversarial example depending on the model. We believe that this
finding is important as it is closely related to security applications,
e.g., even if a sample can be separated well with some models,
it still can be an adversarial example for other models. We will
further investigate this in the future.

6. CONCLUSION

We propose amicable example-based informed source separation,
where an imperceptible perturbation from the mixture is computed
to improve the separation. Experimental results show that amica-
ble examples selectively improve the performance of the targeted
model and are robust against the audio compression. We further
propose multi-model multi-purpose learning (MMPL) to individ-
ually control the effect of the perturbation for multiple models.
MMPL is shown to be capable of computing a perturbation that
works as both an amicable example and an adversarial example
depending on the model.
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