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ABSTRACT

This paper describes our submitted systems to the 2022 ADD
challenge withing the tracks 1 and 2. Our approach is based
on the combination of a pre-trained wav2vec2 feature extrac-
tor and a downstream classifier to detect spoofed audio. This
method exploits the contextualized speech representations at
the different transformer layers to fully capture discriminative
information. Furthermore, the classification model is adapted
to the application scenario using different data augmentation
techniques. We evaluate our system for audio synthesis de-
tection in both the ASVspoof 2021 and the 2022 ADD chal-
lenges, showing its robustness and good performance in real-
istic challenging environments such as telephonic and audio
codec systems, noisy audio, and partial deepfakes.

Index Terms— antispoofing, wav2vec2, audio deepfakes,
self-supervised, data augmentation

1. INTRODUCTION

Speech synthesis and voice conversion technologies [1] have
rapidly grown in the last years, mainly thanks to the develop-
ment of the deep learning paradigm. Although this broadens
the application of these technologies, a threat is also present:
the generation of deepfake speech that can even foolish mod-
ern automatic speaker verification systems [2]. The need for
reliable countermeasures has favored the research on audio
deepfake detection systems able to detect spoofed speech [3].
An example of this effort is the ASVspoof series [4, 5], con-
sisting of biannual challenges focused on the development of
antispoofing countermeasures for verification systems.

The continuous improvements in audio deepfake detec-
tion have widespread interest in developing robust solutions
in realistic challenging scenarios. For example, the systems
robustness on noisy and reverberant scenarios was studied in
[6, 7]. Likewise, the ASVspoof2021 challenge [8] consid-
ered synthesized speech transmitted over different telephone
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networks, as well as speech deepfakes modified through com-
mercial compression algorithms. Moreover, recent works [9]
have explored the detection of partially spoofed audio. In
order to continue improving these systems in complex envi-
ronments, the 2022 Audio Deep synthesis Detection (ADD)
challenge has been recently launched [10]. Its main goal is
the detection of deep synthesis and manipulated audios, and it
includes three different tracks: 1) Low-quality fake audio de-
tection (diverse background noises and disturbances are con-
tained in the audios); 2) Partially fake audio detection (several
small fake speech segments are hidden in real audio); and 3)
Audio fake game.

This paper presents our contributions to the ADD 2022
challenge, based on the use of the wav2vec2 (W2V2) [11]
approach to extract discriminative information that helps
detect spoofed audio. These models are trained with self-
supervised learning methods with a large amount of unla-
belled speech data, allowing to learn high-level represen-
tations of the speech signal. W2V2 has been explored in
different speech processing tasks, such as speech recogni-
tion, speaker verification [12] and emotion classification [13].
Regarding audio deepfake detection, only a few works have
explored this approach or similar [14, 15]. Differently from
previous works, we propose to use a pre-trained W2V2 model
as a feature extractor, but using the encoded representations
of the different transformer layers. This information can be
then exploited by a simple but effective downstream model to
detect spoofing attacks. Moreover, we analyzed different data
augmentation techniques to adapt the classifier to the final
application scenario. Our approach was evaluated in both
tracks 1 and 2 of the ADD challenge, where it achieved first
and fourth position among the participants, respectively. In
addition, we include results on the logical access and speech
deepfake tracks of the ASVspoof 2021.

The remainder of this paper is organized as follows. In
Section 2, we present our proposal based on the W2V2 ap-
proach. Section 3 describes the speech databases used for
the evaluations and the data augmentation training strategies.
Then, in Section 4, the results are presented and analyzed.
Finally, conclusions are summarized in Section 5.
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Fig. 1. Overview of the proposed audio deepfake detection
approach based on wav2vec2.

2. WAV2VEC2-BASED AUDIO DEEPFAKE
DETECTION APPROACH

A diagram of our proposed system for the ADD challenge
is depicted in Figure 1. It is composed of a W2V2 feature
extractor, which obtains the encoded speech representations,
and a classification model that scores the input audio as gen-
uine or spoof. A detailed explanation of each part is presented
in the next subsections.

2.1. Wav2vec2 as Feature Extractor

As the base W2V2 architecture, we evaluated the Large mod-
els of 300M parameters, presented in [16], trained with 53
and 128 languages (XLS-53 and XLS-128, respectively). The
raw speech signal is first processed by a feature encoder com-
posed of several convolutional layers (CNN), which extracts
vector representations of size 1024 every 20 ms, using a re-
ceptive field of 25 ms. Then, these encoder features are fed
into a transformer network with 24 layers which is used to
obtain contextualized representations of the speech signal.
The model is trained in a self-supervised setting using a con-
trastive loss. The objective is to predict the quantized repre-
sentations of certain masked encoded feature representations
from a set of distractors using the contextualized representa-
tions. Thus, this model can learn high-level representations
of the speech signal from a large amount of unlabelled data.
The features extracted from the pre-trained W2V2 model can
be used to train a downstream classifier in a specific speech
processing task with a relatively few amount of labeled data.
Moreover, the W2V2 and downstream models can be jointly
trained in the related task. In this work, we explore the use
of W2V2 as a pre-trained model, thus allowing to have a
general feature extractor that can be used with specialized
classification models adapted to each spoofing detection task.

Table 1. Architecture of the downstream classification model.
It includes each layer and its output dimension, where T is the
number of time frames and N the size of the mini-batch.

Layer name Output size
W2V2 features N × T × 1024 × 25

Temp. Norm. + Layer weight. N × T × 1024
FF Layer (1 and 2) N × T × 128

Att. Stat. Pool. N × 256
FF Linear N × 128

Cosine Layer N

2.2. Classification Model

The contextualized representations from the last transformer
layer of a pre-trained model can be useful for certain speech
tasks, like speech recognition. Nevertheless, previous works
have shown that for other tasks, for example, speaker verifica-
tion or emotion recognition, more discriminative information
can be obtained from the first or intermediate layers [12, 13].
Therefore, we followed the methodology of these previous
works and used the hidden representations of the different
transformer layers as input for our downstream model.

The classification model processes the W2V2 hidden rep-
resentations as follows. First, a temporal normalization [17]
is applied at the input features from each transformer layer.
Then, for each temporal step t, an output representation is
computed from the normalized hidden representations ht,l as
ot =

∑L
l=0 αlht,l, where l represents the hidden layer index,

L the number of transformer layers, and αl are network train-
able weights, which are normalized to sum one [13]. The
computed vectors at each time step are fed into two feed-
forward (FF) layers with ReLU activation and dropout, and
then they are passed to an attentive statistical pooling layer
[18]. This attention layer computes and concatenates the tem-
poral mean and standard deviation of the vectors at the differ-
ent time steps, thus obtaining a single representation for the
whole utterance. A linear layer (FF without non-linearity) is
then applied to compute the embedding vector e. Finally, the
final score is obtained as a cosine similarity, S = cos(w, e) ∈
[−1, 1], where w is a vector network parameter representing
the direction of genuine speech in the embedding space. The
classification model is shown in more detail in Table 1. The
model is trained to compute higher scores for genuine speech
using a One-class softmax loss function [19].

3. EXPERIMENTAL FRAMEWORK

This section describes the speech databases used to train and
evaluate our systems, as well as the data augmentation tech-
niques and training setup procedure. For each of the chal-
lenges, we trained our systems using only the corresponding
train data of that challenge (closed conditions).
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3.1. ADD 2022 challenge database

The ADD 2022 database [10] comprises spoofed audio gener-
ated by speech synthesis and voice conversion systems. The
train and development (dev) sets contain clean speech based
on the multi-speaker Mandarin speech corpus AISHELL-3
[20]. Each set has about 28K utterances, with different speak-
ers each. Tracks 1 and 2 include both an adaptation set with
about 1K utterances, and a test set with about 100K utterances
without labels. The adaptation set presents similar conditions
that the audios in the test set, and it is provided to adapt the
systems trained with the general train set. For track 1, the
corresponding sets incorporate both genuine and spoof utter-
ances with various real-world noises and background music.
For track 2, the corresponding sets include genuine utterances
and partially fake utterances generated by manipulating the
original genuine speech with real or synthesized audio.

3.2. ASVspoof 2021 challenge database

We focused on the logical access (LA) and speech deepfake
(DF) partitions of the ASVspoof 2021 challenge [8]. Both
partitions contain spoofed audio generated by speech synthe-
sis or voice conversion methods, with clean speech derived
from the VCTK corpus [21]. The 2021 challenge only consid-
ered evaluation data, so the ASVspoof 2019 [5] LA train and
dev sets were used for training. Each set contains about 25K
utterances from 20 and 10 speakers, respectively. The 2021
LA and DF sets are similar to the 2019 LA data, but they con-
sider more challenging scenarios. The LA set contains about
180K utterances of speech transmitted through real telephonic
systems at different bandwidths and with different codecs.
The DF set includes about 600K utterances of speech pro-
cessed with various commercial audio codecs. Moreover, this
set considers clean speech from other databases, making it
more challenging.

3.3. Data augmentation techniques

In order to improve the performance of our approach and to
adapt it to the different scenarios, we considered the use of
data augmentation techniques to be applied on the fly during
the training step. The main augmentation technique evalu-
ated corresponded to the use of low-pass finite impulse re-
sponse (FIR) filters on the speech signals. This procedure has
shown its success for ASVspoof 2021 LA and DF tracks [22]
as it emulates the effects of transmission artifacts and codecs.
Moreover, they act by masking frequencies in the speech sig-
nal, improving the generalization capabilities of LA detection
systems. Thus, they can be also useful for the conditions pre-
sented in the ADD database. In addition, they are directly
applied to the raw waveform, making them compatible with
the W2V2 network. We evaluated both narrowband (NB) and
wideband (WB) FIR filters, following a similar procedure to
that presented in [22].

For the ADD challenge, we joined the train and corre-
sponding adaptation set of each track to improve the model
generalization on the new challenging conditions. Although
they are scarce, the adaptation data can be helpful for the
W2V2-based system to be adapted to the corresponding sce-
nario. Furthermore, for track 2 we also considered the gen-
eration of new partially fake audios. To this end, 20% of the
genuine utterances in the train/dev set were randomly selected
at each epoch. For each of these utterances, we selected a
segment of variable duration, shorter than the original audio,
from a different utterance (genuine or spoof) within the cor-
responding set. The segment was then overlapped over the
original utterance in a random position.

3.4. Training setup

The models were trained using the Adam optimizer [23] with
the default learning rate and a dropout of 0.2. During train-
ing, the W2V2 parameters were frozen, and only the classifier
parameters were updated. A mini-batch of 8 utterances was
used, and the parameters were updated every 8 iterations. At
each epoch, the model was evaluated using the corresponding
dev set, keeping the model with the lowest loss. The training
stopped after 10 epochs without improvements on the dev set.

4. RESULTS

In this section, we describe the results obtained for our pro-
posal and its different configurations in both ASVspoof 2021
and 2022 ADD challenges. The different systems were eval-
uated and compared in terms of equal error rate (EER), which
is the most common metric used in biometric applications.

4.1. Results on ADD challenge

Table 2 shows the results obtained for tracks 1 and 2 of the
ADD challenge. Our approach is evaluated in terms of the
W2V2 model and data augmentation techniques, as well as
the ADD data sets used for training. The XLS-128 model
shows better results in general, but the main improvements
come from the use of adaptation data along with the train set.
The use of a small portion of data with similar conditions to
the test set helps the model to adapt better to the scenario eval-
uated, reducing EER drastically. Moreover, in track 2 we gen-
erated more adaptation data through the partial fake augmen-
tation strategy described in Subsection 3.3, increasing even
further the model discrimination capabilities. Finally, we ex-
plored the use of NB FIR filters to increase the robustness
under low-quality and partial fake conditions. This strategy
reduced the EER by about 1% in both tracks and combined
with the previous ones, it achieved the best results. Thus, this
demonstrates that the FIR-based strategy is not only useful to
emulate telephonic or codec conditions [22], but also helps to
train better antispoofing systems in challenging conditions.
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Table 2. Final results in terms of EER (%) of our submit-
ted approaches to the ADD 2022 challenge. It also includes
different variants for the W2V2 model and the data augmen-
tation (DA) and adaptation strategies.

W2V2 Sets DA Track1 Track2

XLS-53 Train - 32.96 38.09
Tr.+Adap. - 23.70 33.73

XLS-128

Train - 32.20 45.88
Tr.+Adap. - 22.62 30.35
Tr.+Adap. FIR 21.71 -
Tr.+Adap. partial - 17.58
Tr.+Adap. FIR+part. - 16.59

Table 3. EER (%) results of our proposed W2V2 approach
on ASVspoof 2021, considering different pre-trained models
and FIR-based data augmentation strategies.

W2V2 model Data augmentation LA DF

XLS-53
- 8.87 7.71
FIR-NB 4.34 11.27
FIR-WB 4.98 6.99

XLS-128
- 7.20 5.68
FIR-NB 3.54 6.18
FIR-WB 7.08 4.98

4.2. Results on ASVspoof 2021

Table 3 shows the results obtained for our approach in the LA
and DF tracks of the ASVspoof21 database. We experimented
with different combinations of W2V2 pre-trained models and
low-pass FIR-based data augmentations, both NB and WB
filters. Again, the XLS-128 model performs the best in both
partitions. Furthermore, the FIR-based augmentations help to
improve the discrimination capabilities of our proposal. Par-
ticularly, the NB filters are useful for LA scenarios as they
emulate traditional telephonic systems, while the DF is more
favored by the WB filters. WB filters emulate general audio
codecs as the ones in the DF set.

In addition, in Table 4 we compare our approach with
other systems in this challenge. As it is shown, our approach
outperforms other methods in the DF set and achieves com-
petitive results in LA track, despite being a single system (not
an ensemble of classifiers). The W2V2 features show robust-
ness to the varied speech content in the DF set, allowing to
highly reduce EER compared to other systems. On the other
hand, compared with [15], our approach exploits the represen-
tations of the different transformer layers, allowing compara-
tive results while using a simpler downstream model. More-
over, the classifier can be effectively adapted using data aug-
mentations techniques, while the W2V2 pre-trained model re-

Table 4. Comparative EER (%) results of our proposed
method with participant systems in the ASVspoof 2021 chal-
lenge and other self-supervised approaches.

System LA DF

LCNN+ResNet+RawNet [22] 1.32 15.64
GMM+LCNN (Ensemble) [24] 3.62 18.30
ECAPA-TDNN (Ensemble) [25] 5.46 20.33
ResNet (Ensemble) [26] 3.21 16.05
W2V2 (fixed)+LCNN+BLSTM [15] 10.97 7.14
W2V2 (finetuned)+LCNN+BLSTM [15] 7.18 5.44

Proposed system 3.54 4.98
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Fig. 2. Visualization of the weight values αl for our best-
proposed approach at each challenge and track.

mains as a general feature extractor. It can be interesting in
practical applications to save computational resources.

Finally, Figure 2 draws the value of the weights αl for
our best systems in the tracks of ADD 2022 and ASVspoof21
challenges. As it can be observed, the classifier uses the infor-
mation from the different transformer layers to detect spoofed
audio, using different layer weights depending on the scenario
considered.

5. CONCLUSION

In this work, we have presented our proposed system for
the 2022 ADD challenge, which is based on the pre-trained
W2V2 self-supervised architecture. Our approach exploits
the contextualized representations at the different transformer
layers in a finetuned classification model to detect spoofed
speech. While the W2V2 model remains general, we adapted
the downstream network to each scenario through data aug-
mentation techniques and adaptation data. Our proposed
method shows competitive results in both the ASVspoof
2021 and 2022 ADD challenges, which represent challenging
realistic scenarios with synthesized spoofed audio. Thus, our
system ranked first and fourth position in tracks 1 and 2 of
2022 ADD challenge, respectively. As future work, we will
test other self-supervised models as well as additional data
augmentation techniques.
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