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ABSTRACT

The recently-proposed mixture invariant training (MixIT) is an unsu-
pervised method for training single-channel sound separation mod-
els in the sense that it does not require ground-truth isolated refer-
ence sources. In this paper, we investigate using MixIT to adapt a
separation model on real far-field overlapping reverberant and noisy
speech data from the AMI Corpus. The models are tested on real
AMI recordings containing overlapping speech, and are evaluated
subjectively by human listeners. To objectively evaluate our mod-
els, we also devise a synthetic AMI test set. For human evaluations
on real recordings, we also propose a modification of the standard
MUSHRA protocol to handle imperfect reference signals, which we
call MUSHIRA. Holding network architectures constant, we find
that a fine-tuned semi-supervised model yields the largest SI-SNR
improvement, PESQ scores, and human listening ratings across syn-
thetic and real datasets, outperforming unadapted generalist models
trained on orders of magnitude more data. Our results show that
unsupervised learning through MixIT enables model adaptation on
real-world unlabeled spontaneous speech recordings.

Index Terms— source separation, unsupervised learning, mix-
ture invariant training, real-world audio processing

1. INTRODUCTION

Extracting estimates of clean speech in the presence of interfer-
ence is a long-standing research problem in signal processing. This
task is referred to as speech enhancement when the interference
is non-speech, or speech separation when the interference can in-
clude speech. While there has been tremendous progress in recent
years with speaker-independent speech separation, made possible
using deep learning algorithms [1, 2], an important problem remains
unsolved regarding the mismatch between training and test domains.

This mismatch problem stems in part from reliance on super-
vised training of speech separation models [1, 2, 3, 4, 5, 6]. Su-
pervised training requires access to clean reference signals, which
are synthetically combined to form input mixtures. In supervised
training, clean reference signals are required as training targets. It is
generally infeasible to obtain recordings of real mixtures along with
clean references, due to cross talk between the microphones. Thus it
is necessary for supervised training to mix together clean signals into
synthetic mixtures, for which the clean signals serve as references.

Synthetic mixing exacerbates the problem of mismatch, because
the generated mixtures have to be engineered by hand to match the
distribution of the target domain on many dimensions, including
speaker characteristics, speaker position and motion, speech activ-
ity patterns, noise types, noise patterns, and acoustic reverberation
[7, 8]. Currently this problem has been approached by creating data
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with enough variety that, it is hoped, some subset will match the
target domain [9, 10].

Alternative training approaches directly address this mismatch
by using matched noisy data from the test domain. One prior work
proposed test-time adaptation for speech enhancement systems—
personalizing the model by optimizing its parameters towards a par-
ticular speaker using only noisy speech recordings [11]. However,
this approach relies on a large labeled non-speech dataset, which
may not be obtainable within the target domain.

Other recent works propose training exclusively on unlabeled
real-world recordings, which may provide a better match to the tar-
get domain’s characteristics. One work is a generative model using a
variational autoencoder [12], although this model was only validated
on small domains such as mixtures of MNIST images and spectro-
grams of a few musical instrument mixtures. For more general unsu-
pervised separation, the recently proposed mixture invariant training
(MixIT) [13] enables discriminative training on raw mixture audio
without labels or ground-truth reference signals.

One caveat to MixIT is that it involves using mixtures of mixtures
(MoMs) as inputs, which may potentially create a form of mismatch
with the target domain, where the input is a single mixture. In con-
trast, MoMs have more active sources on average than single mix-
tures, and perhaps some inconsistency in the acoustics between two
different recordings. However, it is an empirical question whether
the mismatch introduced by MixIT is as detrimental as the forms of
mismatch that MixIT alleviates. One way to mitigate both risks is
to jointly train on supervised synthetic data, which may better ap-
proximate the target domain in terms of the number of sources and
consistency of the reverberation.

Previous experiments showed that MixIT performed well at
adaptation to reverberation [13]. However, these experiments were
conducted using synthetic data as the target domain, and were com-
pared with supervised training data that was strongly mismatched
in terms of both source activity as well as reverberation. Thus the
benefit of such adaptation for real data remains to be verified.

In this paper, we explore the effectiveness of a neural network-
based speech separation system in a real meeting room domain. In
particular, we experiment with the AMI Corpus dataset [14], where
no matching supervised training data exists. To this end, we train
our system using either: (1) supervised training with synthetic re-
verberant data, or (2) unsupervised MixIT training using AMI data
(i.e. matched domain), or (3) a semi-supervised combination of the
two. Lastly, we also investigate the benefits of pretraining the model
using MixIT on AudioSet [15], a very large open-domain dataset,
prior to the above configurations or in isolation.

Evaluation of our models on real-world data presents a chal-
lenge: objective metrics cannot be used due to the lack of reference
signals. To address this, we perform human listening tests using
the real AMI Corpus test set data. To handle the lack of perfect
reference signals for the real data, we propose an extension of the
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MUSHRA (multiple stimuli with hidden reference and anchors) [16]
protocol that we call MUSHIRA (multiple stimuli with hidden im-
perfect reference and anchors), where headset recordings containing
some cross-talk are used as an imperfect reference. In order to mea-
sure objective metrics, we also construct a synthetic AMI mixture
dataset, which utilizes the synchronized headset and distant micro-
phone recordings in addition to word boundary annotations. To cre-
ate this proxy dataset, we use a linear time-invariant filter to project
audio from headset microphones to distant microphones, and create
mixtures of these pseudo-references. Our evaluations confirm that
MixIT is helpful for adaptation, with the best results produced by a
combination of supervised and unsupervised training.

2. TRAINING METHODS

One approach to supervised source separation when sources are of
the same or ambiguous class is to use permutation-invariant training
(PIT) [4, 5]. Given a mixture x with reference sources s ∈ RM×T
and separated sources fθ(x) = ŝ ∈ RM×T , the PIT objective is

LPIT (s, ŝ) = min
P

M∑
m=1

L (sm, [Pŝ]m) , (1)

where P is an M ×M permutation matrix and L is a signal-level
loss function.

To train a source separation model on real-world data which
lacks reference sources requires an unsupervised learning algorithm.
The recently proposed mixture-invariant training (MixIT) [13] ac-
complishes this using a form of self-supervision. In this approach,
the model inputs are mixtures of mixtures (MoMs), which are the
sum of 2 reference mixtures, (i.e., x̄ = x1 + x2 where xn ∈ RT ).
Given reference mixtures and separated sources ŝ = fθ(x̄), the
MixIT loss estimates a mixing matrix A ∈ B2×M :

LMixIT ({xn} , ŝ) = min
A∈B2×M

2∑
n=1

L (xn, [Aŝ]n) (2)

where B2×M is the set of 2×M binary matrices where each column
sums to 1 (i.e., the set of matrices which assign each separated source
ŝm to one of the reference mixtures xn), and L is a signal-level loss
function between reference mixtures and their estimates. Training is
thus discriminative with respect to the individual mixtures, and the
individual source estimates emerge as latent variables.

In this paper, for both PIT and MixIT, we use negative thresh-
olded SNR as the signal-level loss function:

L(y, ŷ) = −10 log10

‖y‖2

‖y − ŷ‖2 + τ‖y‖2 (3)

where τ = 10−SNRmax/10 acts as a soft threshold that clamps the
loss at SNRmax. We empirically select SNRmax = 30 dB.

3. EXPERIMENT SETUP

Our speech separation model is the “improved time-domain convo-
lutional neural network” (TDCN++) [17], which estimates a fixed
number of masks for a particular basis representation of the input
mixture. This input representation is multiplied by the masks, and
the result is inverted back to a set of time-domain separated wave-
forms. For the basis representation, we either use a learned basis
[1] with 2.5 ms window and 1.25 ms hop, or a short-time Fourier
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Fig. 1. Training configuration diagram. Our experiments train a
separation model (fθ) through combinations of supervised PIT with
reverberant Libri2Mix (RL2M), unsupervised MixIT with AMI, and
warm-start (parameter initialization) from a model pretrained using
unsupervised MixIT on AudioSet.

transform (STFT) with 32 ms window and 8 ms hop. As our ex-
periment pertains to domain adaptation through both supervised and
unsupervised training, we hold this model architecture constant and
vary training schemes. All models were trained with the Adam opti-
mizer [18] with batch size 128 and learning rate 10−3 on 32 Google
Cloud TPU v3 cores, with early stopping on the validation loss.

Our training configurations are illustrated in Figure 1. For super-
vised data, we use anechoic and reverberant versions of Libri2Mix
[19, 20]. The anechoic version is the official clean two-speaker mix-
tures, and the reverberant version RLibri2Mix [13] uses synthetic
impulse responses using a simulator described in previous work [20].

For unsupervised data, raw 20 s clips of AMI Corpus distant mi-
crophone audio are used. During training, random 10 s clips are
sampled from these raw 20 s clips to increase diversity of training
examples. When creating MoMs from this raw AMI Corpus data, we
only combine mixtures from the same location (Edinburgh, TNO, or
Idiap). If this consistency between locations is not used, we found
that the separation model works poorly in practice, since it exploits
the provided cue during training. As in recent work [21], we found
that pretraining the separation model on AudioSet [15] was very
helpful. For all experiments, we used the same checkpoints trained
for about 2.7M steps using MixIT on 10 s clips of AudioSet.

In terms of training dataset durations, supervised (reverberant)
Libri2Mix is 212 h, unsupervised matched AMI is 34 h (Edinburgh),
23 h (TNO), and 14 h (Idiap), and unsupervised open-domain Au-
dioSet is 5800 h. Note that the amount of AMI data is one order of
magnitude less than the amount of supervised data, and two orders
of magnitude less than the amount of AudioSet data.

4. EVALUATION

To estimate the objective performance of our methods, we use syn-
thetic mixtures of AMI data, as well as real AMI recordings. We
also propose an extension of the MUSHRA listening test to handle
imperfect reference signals.

4.1. Synthetic Overlapping AMI

To enable performance measurement for our methods using objec-
tive measures on data that is exactly matched to AMI as much as pos-
sible, we constructed a synthetic evaluation set with isolated sources
from the AMI recordings. As a first step, we used the provided tran-
script annotations to segment utterances based on word boundaries,
which yielded 17 h of isolated non-overlapping speech.



Headset audio for these isolated speech segments is very clean,
with almost no background noise. The distant microphone audio for
these segments contains background noise in addition to speech. To
remove this background noise and create clean reverberant spatial
images of speech at the distant microphone, we estimated a linear
time-invariant filter ĥ. This filter is estimated using least-squares to
map the segmented headset speech to the noisy distant microphone
observation. The filter is found using the following equation:

ĥ = arg min
h∈RN

‖x[n] ∗ h[n]− y[n]‖2 , (4)

where h[n] is an N -point causal finite impulse response filter, x[n]
is the headset microphone signal, y[n] is the distant microphone sig-
nal and ∗ denotes convolution. The filtered headset signal is given by
x[n]∗ĥ[n]. The filter was chosen to be 200 ms long (N = 3200 at 16
kHz sampling rate), and the estimation was done in the time domain.
This filtering is not perfect: if the filtered headset is subtracted from
the microphone array, the residual still contains some speech con-
tent, likely due to movement and imperfect estimation. However,
the filtered audio generally sounds perceptually reasonable.

Using noisy distant microphone audio and filtered headset au-
dio, we constructed synthetic mixtures as follows. First, we gen-
erate short clips from the segments: segments shorter than 5 s are
considered short “complete” clips, and segments longer than 5 s are
chopped into non-overlapping 5 s clips, where any remainders of a
segment less than 5 s are considered “remainder” clips. To construct
an example, a 5 s clip is randomly chosen. The filtered headset for
this clip is used as one reference source, and the residual (subtracting
the filtered headset from the noisy distance microphone) is used as
an imperfect noise reference that still contains traces of speech.

Next, we sample a second clip, with overlap that matches the
distribution of AMI. To achieve this, we measured overlaps of two
or more speakers, identified using word-level annotations, and fit a
log-normal distribution on these overlaps. The overlap γ for each
clip is sampled from this distribution. A different random speaker
is selected (with care to ensure an equal balance of speaker gender),
and a clip is selected for this speaker that avoids unnatural breaks of
words and matches sampled overlap γ, either by placing a complete
clip with duration close to γ · 5 in the middle, or using part of a clip
with duration greater than γ · 5 at the beginning or end. The filtered
headset for this clip is used as a second speech reference source.

In summary, synthetic AMI examples consist of three reference
sources: imperfect noise reference active for the whole clip, distant
speech reference 1 (S1) active for the whole clip, and distant speech
reference 2 (S2) active for the proportion γ of the clip.

4.2. Real Overlapping AMI

To test our models’ performance on real overlapping AMI data, we
selected segments (with a minimum duration of 2.5 s) from the AMI
Corpus test set meetings wherever the corpus annotations indicated
a two-speaker overlap. We took care to balance gender of the two
speakers for Edinburgh (TNO test meetings only contain male speak-
ers, and Idiap test meetings only contain female speakers). We then
annotated these segments by how much cross-talk was present in
each speaker’s headset audio. Segments with no or minor cross-
talk were selected for evaluation. This was done to obtain an im-
perfect reference for the target speaker (i.e., the most prominent
voice or “foreground” speaker). Although some segments contained
minor amounts of cross-talk in the headset recordings, overall, the
speaker’s relative volumes sounded roughly equal in the distant mi-
crophone audio. We manually identified 92 such examples.

4.3. MUSHRA and MUSHIRA

The MUSHRA listening test depends on a pristine reference signal
to indicate what the target signal is and to calibrate ratings (raters are
required to annotate the hidden reference as 100). Because of this,
MUSHRA is unsuitable to use for real recordings where we do not
have pristine ground-truth. For example, MUSHRA is unsuitable
to be used for real AMI recordings, because cross-talk from other
speakers is present in AMI headset audio.

To solve this problem, we propose a modified version of
MUSHRA which we call MUSHIRA. MUSHIRA is a slight modifi-
cation of MUSHRA where raters are not required to rate the hidden
reference as 100. They are instructed to rate clips according to
the most prominent speech from a single speaker (the “foreground
speech”), and that the presented imperfect reference signal is one
of the treatments presented. MUSHIRA is useful when a particular
model can outperform the reference, e.g. if the reference is a headset
with cross-talk, a perfect recovery of the foreground speech by the
separation model may score higher than the reference.

For MUSHRA on synthetic AMI, we chose a subset of the full
synthetic AMI set, which consists of 70 examples from each of the
3 AMI rooms. For each example, we create two items to be rated:
one with speaker 1 as the reference, and one with speaker 2 as the
reference. The close-talking headset is the reference, filtered head-
set and noisy distant mixture are anchors, and we evaluate a set of 10
models (the last 10 rows of Table 1). For MUSHIRA on real AMI,
we use the headset with cross-talk as the imperfect reference, filtered
headset and noisy distant mixture as anchors, and the same 10 mod-
els used for MUSHRA on synthetic AMI. For both MUSHRA and
MUSHIRA, we collect 5 ratings per item.

5. RESULTS

In our initial experiments, we compared using the original Libri2Mix
dataset [19] versus our reverberant version, RLibri2Mix, for super-
vised training. Using the original Libri2Mix resulted in poor perfor-
mance compared to RLibri2Mix in terms of SI-SNRi on our full syn-
thetic AMI dataset: training with Libri2Mix yielded −2.3 dB with-
out AudioSet warm-start and −1.8 dB with AudioSet warm-start,
and RLibri2Mix yielded 1.3 dB without AudioSet warm-start and
1.7 dB with AudioSet warm-start. Thus, we only use RLibri2Mix as
supervised data in our main experiments.

Despite matching the AMI data in terms of the presence of re-
verb, RLibri2Mix is mismatched in other ways. RLibri2Mix has
synthetic reverberation rather than real, it consists of read rather
than spontaneous speech, it contains no background noise, and the
pattern of overlap between speakers is different. Our goal with us-
ing RLibri2Mix was to use a relatively standard supervised dataset
and demonstrate that models trained with mismatched data can be
adapted using unsupervised learning. With more engineering ef-
fort and knowledge of the task domain, better-matching synthetic
datasets could be constructed. However the goal here is to simulate
more realistic conditions where such knowledge is not available.

We also performed an initial evaluation with a MUSHRA lis-
tening test on a different, preliminary version of the synthetic AMI
dataset. This evaluation only included models using learnable ba-
sis, with purely-supervised training on RLibri2Mix, with or with-
out an AudioSet warm start, as well as models using unsupervised
and semi-supervised training. The purely-supervised models were
the lowest scoring models in terms of MUSHRA for this evaluation:
25.5 without AudioSet warm-start, 34.1 with AudioSet warm-start,
compared to 28.1 for distant microphone anchor, 35.6 for the next
best model (unsupervised MixIT on AMI without AudioSet warm-



Table 1. Averaged results over synthetic and real AMI datasets. “S1” refers to the full-duration speaker and “S2” refers to the overlapping
speaker. For full synthetic AMI, the absolute input SI-SNRs are 0.5 dB for S1 and −9.2 dB for S2, which are used in the SI-SNRi computa-
tion. “Warm Start” indicates pretraining the model with MixIT on 5800 hours of AudioSet (AS) data. We denote the reference signal for each
metric as (H) for headset or (FH) for headset filtered to the distant microphone. The 95% confidence interval for MUSHRA is ±1.1, and for
MUSHIRA is ±2.0. MUSHRA scores with a ∗ indicate scores from a different preliminary MUSHRA study with 95% confidence interval
1.0, with S1(H) and S2(H) scores of 64.8 and 61.6 for FH anchor, and 34.4 and 21.8 for distant mic anchor.

Model Configuration Full Synthetic
AMI Dataset

Subset Synthetic
AMI Dataset

Real
AMI Dataset

Sup.
PIT

Unsup.
MixIT

Warm
Start Basis SI-SNRi

S1(FH)
SI-SNRi
S2(FH)

PESQ S1
(H) (FH)

PESQ S2
(H) (FH)

MUSHRA
S1(H) S2(H) MUSHIRA

Headset (H) – – 4.50 2.18 4.50 2.56 100.0 100.0 89.7
Headset filtered to distant mic (FH) ∞ ∞ 2.38 4.50 2.79 4.50 62.2 60.1 46.8

Distant mic 0.0 0.0 1.69 1.97 1.62 1.69 36.0 25.2 38.0

RL2M – – learn -0.1 2.8 1.68 1.93 1.69 1.81 31.0∗ 19.9∗ –
RL2M – – STFT 1.3 4.3 1.65 1.87 1.65 1.79 – – –
RL2M – AS learn 1.7 5.7 1.84 2.21 1.88 2.10 41.4∗ 26.8∗ –
RL2M – AS STFT -0.6 2.8 1.73 1.98 1.76 1.90 – – –

– – AS learn 4.0 10.6 1.90 2.31 1.88 2.06 47.4 27.4 42.5
– – AS STFT 3.7 9.5 1.86 2.23 1.86 2.04 46.0 28.0 43.8
– AMI – learn 3.9 10.6 1.80 2.20 1.81 2.01 44.5 27.5 40.5
– AMI – STFT 1.0 5.7 1.60 1.82 1.61 1.73 34.3 22.4 35.5
– AMI AS learn 3.8 9.7 1.85 2.26 1.79 1.98 45.5 27.0 42.1
– AMI AS STFT 3.7 10.9 1.83 2.24 1.80 2.02 45.7 28.8 42.5

RL2M AMI – learn 4.2 11.4 1.86 2.27 1.84 2.04 46.0 29.3 41.9
RL2M AMI – STFT 2.6 8.2 1.78 2.11 1.76 1.93 42.5 26.5 41.5
RL2M AMI AS learn 4.9 12.4 1.93 2.39 1.88 2.13 48.3 29.7 43.9
RL2M AMI AS STFT 3.9 10.8 1.89 2.33 1.88 2.12 49.7 29.8 44.4

start), and 63.2 for the filtered headset anchor. Thus we decided to
exclude them in our final MUSHRA and MUSHIRA evaluations so
that we could directly compare STFT and learnable basis.

Table 1 shows our overall results in terms of SI-SNRi on the full
synthetic AMI dataset (using filtered headset as reference, which is
analogous to a bss eval-like filtering of the reference signal [22]),
PESQ and MUSHRA scores evaluated on the subset of synthetic
AMI examples used for the MUSHRA listening test, and MUSHIRA
scores for real overlapping AMI examples. We measure PESQ using
either the headset (H) or filtered headset (FH) as the reference signal,
to match MUSHRA and SI-SNRi computations, respectively.

Note that SI-SNRi is lower for S1 compared to S2. This is be-
cause S1 has a higher average input SI-SNR of 0.5 dB, versus -9.2
dB for S2. Also, the S1 filtered-headset reference is imperfect, since
the time-invariant filtering projection from headset to distant micro-
phone is not perfect. The perceptual PESQ and listening test scores
indicate that models are able to separate these filtered-headset refer-
ences relatively well, although no method exceeds the performance
of the filtered headset anchor.

Overall, using a warm-start from pretraining on AudioSet pro-
vides a consistent improvement across training configurations in
terms of all metrics. These pretrained models exhibit surprisingly
strong performance even without tuning on additional datasets.
Training on AMI alone with MixIT only slightly underperforms
training on open-domain AudioSet data, which is remarkable given
that the AMI data is about two orders of magnitude smaller (tens of
hours, versus 5800 hours of AudioSet data), highlighting the benefit
of in-domain training. In future work, we intend to study the effect
of relative dataset sizes on separation performance.

Generally, using a learnable basis yields higher SI-SNRi com-
pared to STFT, but learnable basis models produced slightly lower

MUSHRA and MUSHIRA scores. Informal listening identified
more artifacts in learnable basis models as a possible cause.

The best training configuration is semi-supervised (PIT on re-
verberant Libri2Mix, MixIT on AMI), warm-starting from weights
pretrained with MixIT on AudioSet. We think that these training
methods are complementary: even though it is mismatched, super-
vised data provides examples of isolated speech that are lacking in
the unsupervised AMI MoMs, while the matched AMI MoMs help
adapt the model towards the target domain.

Audio demos are available online at https://ami-mixit.github.io.

6. CONCLUSION

In this paper, we used MixIT to train separation models targeted
towards real-world meeting data. Our best results used pretrain-
ing with MixIT on a large amount of open-domain data from Au-
dioSet [15], followed by fine-tuning with PIT on supervised data (a
reverberant version of Libri2Mix [19]) and MixIT on unsupervised
data (real distant microphone recordings from AMI [14]). To esti-
mate objective performance, we constructed a synthetic version of
AMI that takes advantage of its annotations and parallel headset and
distant microphone recordings. We also proposed a generalization
of MUSHRA called MUSHIRA to facilitate human evaluation of
source separation systems with imperfect reference signals.

We hope to extend this work by further investigating dereverber-
ation, as well as taking advantage of multiple microphones (the AMI
data has a 8-microphone circular array that is consistent across loca-
tions). Fine-tuning our models trained with MixIT on AudioSet on
other downstream tasks is another interesting avenue of future work.
Acknowledgements: Thanks to Kevin Wilson for helpful comments
on the manuscript.
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