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Abstract
Multilingual text-video retrieval methods have
improved significantly in recent years, but the
performance for other languages lags behind
English. We propose a Cross-Lingual Cross-
Modal Knowledge Distillation method to im-
prove multilingual text-video retrieval. In-
spired by the fact that English text-video re-
trieval outperforms other languages, we train
a student model using input text in different
languages to match the cross-modal predic-
tions from teacher models using input text in
English. We propose a cross entropy based
objective which forces the distribution over
the student’s text-video similarity scores to be
similar to those of the teacher models. We
introduce a new multilingual video dataset,
Multi-YouCook2, by translating the English
captions in the YouCook2 video dataset to 8
other languages. Our method improves mul-
tilingual text-video retrieval performance on
Multi-YouCook2 and several other datasets
such as Multi-MSRVTT and VATEX. We also
conducted an analysis on the effectiveness of
different multilingual text models as teachers.
The code, models, and dataset are available at
https://github.com/roudimit/c2kd.

1 Introduction

Text-video retrieval, or the task of searching for
videos with text queries, is becoming increasingly
important as more videos are uploaded to the in-
ternet. Currently, most methods developed for this
task are trained and evaluated with English text.
The focus of this work is to improve the perfor-
mance of text-video retrieval on more languages.

Learning a multilingual multimodal embedding
space (Huang et al., 2021; Akula et al., 2021) has
been useful for multilingual text-video retrieval.
Text in different languages and video are processed
by separate encoders and projected into the shared
embedding space, where text and video that are
semantically related should be close together re-
gardless of the language. During inference, text

queries and candidate videos are projected into
the embedding space, and videos are ranked ac-
cording to the similarity scores between the text
and video embeddings. These methods are trained
with a cross-modal contrastive objective on video
datasets with parallel text translations in multiple
languages, which are often derived from the origi-
nal captions in English using machine translation.
They leverage recently available multilingual mod-
els pre-trained on many languages (Devlin et al.,
2019; Conneau et al., 2020) to process text in dif-
ferent languages with only a single encoder.

While these methods have improved multilin-
gual text-video retrieval, the performance for En-
glish is usually higher than for other languages.
Two possible reasons are: (1) multilingual text
translated from English often has errors; (2) the
multilingual text models are pre-trained on large-
scale text data, but there is more data for English
than other languages.

To address the gap in performance between En-
glish and multilingual text-video retrieval, we pro-
pose C2KD: Cross-Lingual Cross-Modal Knowl-
edge Distillation. Our method trains a student
model to learn better multilingual text-video sim-
ilarity scores by learning from the English text-
video scores of multiple trained and frozen teach-
ers. The student learns to pull together video and
multilingual text embeddings by optimizing their
text-video scores through the contrastive loss. We
introduce a framework where several trained and
frozen teachers simultaneously process the English
translations of the student’s inputs and predict En-
glish text-video scores. Further, we propose a cross
entropy based objective between the student’s mul-
tilingual text-video scores and the teachers’ En-
glish text-video scores. This teaches the student to
learn multilingual text-video scores which are more
aligned with the English scores, thus improving the
multilingual text-video retrieval performance.

We applied our method to three existing multilin-
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gual text-video datasets: Multi-MSRVTT (Huang
et al., 2021), VATEX (Wang et al., 2019), and RUD-
DER (Akula et al., 2021). Since these datasets are
mainly focused on open-domain videos, we col-
lected the Multi-YouCook2 dataset as an extension
of the YouCook2 (Zhou et al., 2018) cooking video
dataset to test the model in a domain which requires
more fine-grained reasoning, such as understanding
specific ingredients in recipes. Our results show
that C2KD can improve the multilingual text-video
retrieval performance on all datasets, despite the
variety in languages, domains, and dataset sizes.

In summary, our contributions are: (1) We pro-
pose the C2KD method which guides a student
model to learn better multilingual text-video simi-
larity scores by learning from the text-video scores
of teachers using English text translations as input.
(2) We propose a cross entropy based objective
between the student and teacher text-video simi-
larity scores to distill the cross-modal knowledge
from the teachers. (3) We collected the Multi-
YouCook2 dataset with parallel text translations
in 9 languages for over 10k video clips. (4) Our
method improves the multilingual text-video per-
formance on four datasets. We conduct an analysis
on the impact of different teachers to gain further
insights. The code, models, and dataset are avail-
able at https://github.com/roudimit/c2kd.

2 Related Work

Multilingual Text-Video Retrieval. Recent work
introduced methods and datasets to improve mul-
tilingual text-video retrieval. Multilingual mul-
timodal pretraining (Huang et al., 2021) demon-
strated text-video retrieval in 9 languages with a
single model. They released the Multi-MSRVTT
dataset by machine-translating the English text
captions from the MSR-VTT video dataset (Xu
et al., 2016) into 8 other languages. Their model is
trained with a cross-modal contrastive objective to
pull together the embeddings of parallel text trans-
lations and video inputs together. In separate work,
the RUDDER (Akula et al., 2021) dataset was intro-
duced with captions in languages spoken in India.
They propose to augment the text-video triplet loss
with hard negatives which improved performance
in a low-resource setting. We observed that per-
formance for English text-video retrieval typically
outperformed other languages, which motivated
our approach.
Multilingual Learning. Multilingual text-video

retrieval methods rely on pre-trained multilingual
text encoders to handle many languages with a
single model. MBERT (Devlin et al., 2019) and
XLM-R (Conneau et al., 2020) learn multilingual
representations through masked language model-
ing. LaBSE (Feng et al., 2022) is instead trained
to maximize the similarity of translation pairs in a
shared embedding space. In our experiments, we
evaluated these different models and found LaBSE
to be the best encoder for multilingual text-video
retrieval.

Cross-Lingual & Cross-Modal Knowledge Dis-
tillation. Another approach for training a mul-
tilingual text model with good sentence embed-
dings is to distill the knowledge (Hinton et al.,
2015) from a monolingual model. Distill Sentence
BERT (Reimers and Gurevych, 2020) is initialized
from XLM-R and trained to output similar multi-
lingual embeddings to Sentence BERT (Reimers
and Gurevych, 2019) using English translations as
input. Our C2KD approach has a similar idea, but
it incorporates visual context. We use English text
as input to several cross-modal teachers, and train
a student to output similar text-video similarity
scores using text in other languages.

Of most relevance to our work, Teach-
Text (Croitoru et al., 2021) introduced cross-modal
Knowledge Distillation for English text-video re-
trieval. They use teacher retrieval models with
various English text embeddings and train a stu-
dent to output similar text-video similarity scores
with a regression loss. Our approach has several
major differences. First, our text and models are
multilingual. Second, we enforce the teachers to
use English input instead of using the same multi-
lingual input as the students. Third, we use a cross
entropy objective between the student and teacher
text-video scores instead of using a regression loss,
which is more effective since it considers the con-
text of all of the text-video pairs in the batch. We
compare our objective to theirs in Section 4.4.

Finally, some multilingual knowledge distilla-
tion methods were proposed for visual question
answering based on images (Raj Khan et al., 2021;
Gupta et al., 2022a).

Other Multilingual Video Datasets. Several mul-
tilingual video datasets are designed for other
tasks, such as captioning (Wang et al., 2019; Su
et al., 2021), sentiment analysis (Bagher Zadeh
et al., 2020; Gupta et al., 2022b), moment detec-
tion (Lei et al., 2021), audio-visual speech recog-
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Figure 1: Overview of C2KD. A multilingual student model computes text-video similarity scores for a batch of
video and text inputs, while teacher models process the same video and English translations. The student is trained
with two objectives. LNCE (described in Section 3.1) trains the model to have high text-video scores for text and
video pairs using the cross entropy loss. LC2KD (described in Section 3.3) distills the knowledge from the teacher
English text-video scores using a cross entropy loss.

nition (Ephrat et al., 2018), and audio-video re-
trieval (Rouditchenko et al., 2021b). Instructional
videos with captions from automatic speech recog-
nition have been used for learning word embed-
dings (Sigurdsson et al., 2020) and visually-guided
machine translation (Sanabria et al., 2018). How-
ever, the transcriptions often have errors and can
be unrelated to the visuals. Our Multi-YouCook2
dataset contains captions which were originally
written by human annotators in English (Zhou et al.,
2018), which makes them visually relevant.
Concurrent Work. Madasu et al. (2023) pro-
pose a similar framework to improve multilingual
text-video retrieval. However, their method uses
knowledge transfer from multilingual text, while
our method uses knowledge transfer from English
text. They use a separate encoder for English and
multilingual text, while our final model uses a sin-
gle encoder for all languages.

3 Method

3.1 Text-Video Contrastive Loss

We handle the problem of learning multilingual
text-video representations. For simplicity, we first
describe the approach for learning with English
text and then explain how to extend it to more lan-
guages. We consider a dataset Den = {(ti, vi)}Ni=1

of paired videos and English captions. The goal
of text-video retrieval is to learn text and vision
models, f(·) and g(·) respectively, which output
embeddings that are similar to each other when
the input text caption ti and video vi are semanti-
cally related (ie. describing similar concepts), and

have low similarity when they are unrelated. In this
work, we use cosine similarity by L2-normalizing
the outputs of f(·) and g(·) and taking the dot-
product.

The Noise-Contrastive Estimation loss
(NCE) (Gutmann and Hyvärinen, 2010; Joze-
fowicz et al., 2016; Oord et al., 2018) has been
commonly used to learn text-video represen-
tations (Sun et al., 2019; Rouditchenko et al.,
2021a). Given a batch of B text-video pairs,
let S be the text-video similarity matrix, with
Sij = f(ti)

>g(vj). With temperature τ , the NCE
loss is given as:

LNCE = −
B∑
i=1

log
exp(Sii/τ)∑B

k=1 exp(Sik/τ)
. (1)

This can be interpreted as the cross entropy loss be-
tween the distribution over normalized text-video
similarity scores in S and the one-hot distribu-
tion. Specifically, let Qti(vj) be the probability
that video vj matches with text ti :

Qti(vj) =
exp(Sij/τ)∑B
k=1 exp(Sik/τ)

. (2)

The target distribution, Pti(vj), is one-hot (since
the correct match for text ti is video vi):

Pti(vj) =

{
1, if i = j

0, otherwise.
(3)

Given the equation for cross entropy,

LCE = −
B∑
i=1

∑
j

Pti(vj) logQti(vj), (4)



we can see immediately that Eq. 1 is equivalent to
Eq. 4. In Section 3.3, we introduce an additional
cross entropy based objective between a new target
distribution P ′ti(vj) and Qti(vj).

To extend this to a dataset of videos paired
with captions in L languages, ie. Dmulti =
{(t1i , t2i , . . . , tLi , vi)}Ni=1, we compute a text-video
similarity matrix for each language, ie. Sl, where
Sl
ij = f(tli)

>g(vj). Then we apply LNCE to each
matrix and take the sum of the losses. This pulls
together the embeddings of videos and their paired
captions in different languages.

During inference, f and g are used to encode text
and video inputs. For a given text query, videos are
ranked by their cosine similarity to the text.

3.2 C2KD Method

Although LNCE can be used to learn multilingual
text-video representations, the performance for En-
glish text-video retrieval is usually higher than for
other languages, as mentioned in the introduction.
This implies that of all the languages, the English
text-video similarity scores are most accurate. Our
key idea is to use the English text-video similarity
scores to improve the scores for other languages.

The method is illustrated in Figure 1. We first
train M teacher models using Dmulti and LNCE ,
and then freeze their parameters. The teacher mod-
els have the same architecture, except the text en-
coders are different so that complementary infor-
mation from different models can be used. Next,
we begin training a student model with Dmulti

and LNCE . For each batch of video and multi-
lingual text, the teachers are simultaneously pro-
vided with the video and English translations as
input. Each teacher produces an English text-video
similarity matrix. We apply a pooler function
Ψ : RM×B×B → RB×B to the M teacher sim-
ilarity matrices to get a single similarity matrix
S′, where S′ij is the similarity score at row i and
column j. In our experiments, we experimented
with different pooler functions such as mean, max,
and min. We train the student with LNCE and a
2nd objective, LC2KD (introduced in Section 3.3),
which encourages the student’s text-video similar-
ity scores from captions in different languages to
be similar to the teacher English text-video scores
in S′. Note that only the student model is used
during inference.

3.3 Knowledge Distillation Objective

We introduce a distillation objective that encour-
ages the student’s multilingual text-video similarity
scores to be similar to the teacher English text-
video scores in S′. The main idea is that instead
of using the one-hot distribution Pti(vj) in LNCE ,
we use a new distribution P ′ti(vj) obtained from
the teacher English text-video scores in S′. Specif-
ically, let P ′ti(vj) be the probability that video vj
matches with text ti :

P ′ti(vj) =
exp(S′ij/τ)∑B
k=1 exp(S′ik/τ)

(5)

We apply the cross entropy loss between P ′ti(vj)
(generated by the teacher English text-video simi-
larity scores) andQti(vj) (generated by the student
multilingual text-video similarity scores):

LC2KD = −
B∑
i=1

∑
j

P ′ti(vj) logQti(vj), (6)

Note that the temperature τ in LC2KD is controlled
separately to the one in LNCE . We apply LC2KD

to each of the student text-video similarity matrices
using text in different languages and take the sum
of the losses. The final objective is given by:

L = αLNCE + (1− α)LC2KD (7)

where α is a balance hyperparameter.
The difference between LNCE and LC2KD is

the target distribution; the former uses a one-hot
distribution while the latter uses soft-labels pro-
duced by the teachers. LNCE makes rigid assump-
tions about which captions are similar to which
video clips (only paired examples should match),
whereas LC2KD enables the model to have leeway
in assigning higher scores to pairs which are not
ground-truth pairs, but still have some semantic
similarity. Also, LC2KD shares the same cross en-
tropy objective as the original KD (Hinton et al.,
2015), but it is more technically advanced since
it distills teacher cross-modal matrices instead of
just the logits from uni-modal encoders. Further,
our cross-modal distillation is consistent with the
retrieval task.

Others have also observed that the contrastive
loss may be too strict in a cross-modal setting
and have proposed complementary objectives such
as captioning (Patrick et al., 2021) and cluster-
ing (Chen et al., 2021; Liu et al., 2022). However,



to the best of our knowledge, it is novel to use
the contrastive loss in a cross-modal setting with
target distributions generated from the text-video
similarity scores of several teachers.

4 Experiments

4.1 Datasets

Multi-MSRVTT (Huang et al., 2021) is a multi-
lingual version of the MSRVTT (Xu et al., 2016)
video dataset. The video categories are general,
such as “sports” and “vehicles.” The original
dataset contains 10k videos from YouTube, each
annotated with 20 captions in English. The cap-
tions were translated to 8 other languages with
machine translation. We followed the setup in prior
work (Huang et al., 2021) and used a training set of
6.5k videos, validation set of 497 videos, and test
set of 1k videos.
Multi-YouCook2 is our multilingual extension of
the YouCook2 (Zhou et al., 2018) video dataset.
The original dataset contains 2k cooking videos
from YouTube. The video categories are about
recipes, such as “spaghetti and meatballs.” Each
video was segmented into smaller clips containing
recipe steps and annotated with text captions of the
recipe steps in English. Inspired by the procedure
to collect Multi-MSRVTT (Huang et al., 2021), we
translated the captions to 8 other languages using
machine translation. Sample clips and captions are
shown in Figure 2. Following the setup in prior
English text-video work (Miech et al., 2019), we
used 9,586 training clips and 3,350 evaluation clips.
VATEX (Wang et al., 2019) contains videos each
with 10 English and 10 Chinese captions. The
videos were selected from an action classifica-
tion dataset (Kay et al., 2017). Following prior
work (Huang et al., 2021), we use the official train-
ing set of 26k videos and split the validation set
equally into 1.5k validation and 1.5k test videos.
Note that we made our own split since theirs was
not released, and we will release our split.
RUDDER (Akula et al., 2021) contains instruc-
tional videos with captions in languages spoken in
India. This dataset is by far the smallest and could
be considered a low-resource multilingual video
dataset. The dataset contains English captions but
the original work did not use them. Therefore, we
created a split of 2.2k training clips and 1k evalua-
tion clips, where each clip in the evaluation set has
a caption in English and 3 other languages.

English (en): add lemon juice and 
water and knead to form a dough

Czech (cz): přidat citronovou šťávu a 
vodu a hnětení k vytvoření těsta

French (fr): Ajouter du jus de citron et 
de leau et du knead pour former une 

pâte

Russian (ru): добавить лимонный сок 
и воду и встать на колени чтобы с 

формировать тесто

Chinese (zh): 加入柠檬汁和水，捏合成面
团

German (de): Zitronensaft und Wasser 
zugeben und kneten um einen Teig zu 

bilden

Spanish (es): añadir zumo de limón y 
agua y amasar para formar una masa

Japanese (ja): パン生地を形成するために
レモン果汁と水とひざを加える

Vietnamese (vi): thêm nước chanh và 
nước và bột để tạo thành bột nhào

English (en): cut the mushroom into 
thin slices

Czech (cz): vyjmout houba na tenké 
plátky

French (fr): Couper le champignon en 
tranches fines

Russian (ru): разрезать гриб на 
тонкие ломтики

Chinese (zh): 将蘑菇切成薄片

German (de): Pilz in dünne Scheiben 
schneiden

Spanish (es): cortar el hongo en 
rodajas finas

Japanese (ja): キノコを薄切りに切った

Vietnamese (vi): Cắt nấm thành những 
lát mỏng

Figure 2: Multi-YouCook2 sample video clips and
multilingual captions.

4.2 Implementation Details

For the student text model f , we use LaBSE (Feng
et al., 2022). We discuss the teacher text models
in Section 4.4. For the video model g, we first ex-
tract features from CLIP ViT-B/32 (Radford et al.,
2021) at 1 FPS and process them with a 2-layer
Transformer (Vaswani et al., 2017). Due to GPU
memory limitations, we do not update the weights
of the CLIP model. We set τ in LNCE to 0.05
and τ in LC2KD to 0.1. We found the best pooler
function Ψ and balance α to be different for each
dataset. We specify the values and discuss other
hyperparameters in the Appendix.

4.3 Experimental Setup

We use the standard R@K metrics (recall at rank
K, higher is better). All of our reported results are
the average of three runs. Note that random chance
performance is different on each dataset due to
varying evaluation set size. In the zero-shot setting,
models are trained on English text-video pairs only
and evaluated using captions in all languages. In
the translate-train setting, the models are trained on
text-video pairs in all languages. Note that C2KD
is only applicable to the translate-train setting since
it requires multilingual text during training.



Method Set. en de fr cs zh ru vi sw es Avg↑
Random Chance N/A 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
PO† (Akula et al., 2021) ZS 17.7 15.1 14.8 13.0 11.6 12.6 7.1 4.9 15.6 12.5
MMP (Huang et al., 2021) ZS 23.8 19.4 20.7 19.3 18.2 19.1 8.2 8.4 20.4 17.5
NCE ZS 21.9 18.9 18.7 18.2 16.3 17.5 9.1 12.8 20.5 17.1
PO† (Akula et al., 2021) TT 17.0 17.0 17.2 16.1 14.6 16.0 8.6 11.5 16.8 15.0
MMP (Huang et al., 2021) TT 23.1 21.1 21.8 20.7 20.0 20.5 10.9 14.4 21.9 19.4
NCE TT 23.3 21.1 22.3 20.9 20.3 19.6 12.1 17.2 21.5 19.8
C2KD (ours) TT 26.4 24.7 25.4 24.0 23.4 23.1 13.6 20.3 25.5 23.0

Table 1: Multilingual text-video retrieval on Multi-MSRVTT (R@1). †: our implementation, Set.=Setting,
ZS=Zero-Shot (trained on English text-video only), TT=Translate-Train (trained on text-video in all languages).

Method Set. en de fr cs zh ru vi ja es Avg↑
Random Chance N/A 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03
PO† (Akula et al., 2021) ZS 10.1 2.5 2.7 2.1 1.4 1.6 2.2 1.2 2.3 2.9
MMP† (Huang et al., 2021) ZS 12.7 3.7 3.3 2.7 2.0 2.5 2.3 1.8 2.4 3.7
NCE ZS 14.4 7.0 6.4 5.1 3.5 4.7 5.0 2.7 6.3 6.1
PO† (Akula et al., 2021) TT 10.0 9.1 9.1 8.6 6.7 9.0 6.3 7.5 9.1 8.4
MMP† (Huang et al., 2021) TT 11.3 10.4 10.6 10.1 8.3 9.3 8.4 9.1 10.4 9.8
NCE TT 14.9 13.1 13.0 12.1 9.6 12.1 10.9 10.0 13.2 12.1
C2KD (ours) TT 15.5 14.0 13.9 12.8 10.4 13.1 11.4 11.3 14.1 12.9

Table 2: Multilingual text-video retrieval on Multi-YouCook2 (R@1). †: our implementation, Set.=Setting,
ZS=Zero-Shot (trained on English text-video only), TT=Translate-Train (trained on text-video in all languages).
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red dots show the average text-video retrieval perfor-
mance using 9 languages.

4.4 Ablation Studies and Analysis

In this section, we conduct an analysis in order to
justify our choices for the student and teacher mod-
els, as well as the design of our distillation setup.
All of the studies were done on Multi-MSRVTT.
The bars in the figures report the standard deviation
of three runs.
Text encoders. We compare different text en-
coders in Figure 3 when trained for text-video
retrieval (LNCE only, α=1). LaBSE and Dis-
till SBERT outperformed mBERT and XLM-R,
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Figure 4: Ablation on the number of teachers. Using
LaBSE as the student, we applied different combina-
tions of models as teachers.

which are not trained with sentence level objec-
tives. When trained with multilingual captions,
LaBSE’s performance on English is comparable to
SimCSE’s, a recent English-only sentence embed-
ding model (Gao et al., 2021). Finally, LaBSE’s
performance across all languages, including En-
glish, improved when trained on multilingual cap-
tions. Given that LaBSE is the strongest multilin-
gual model, we use it as our student text encoder.
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English (en) Chinese (zh)
Model Set. R@1 R@5 R10 R@1 R@5 R@10
Random Chance N/A 0.07 0.33 0.67 0.07 0.33 0.67
MMP (Huang et al., 2021) ZS 44.4 80.5 88.7 29.7 63.2 75.5
MMP (Huang et al., 2021) TT 44.3 80.7 88.9 40.5 76.4 85.9
PO† (Akula et al., 2021) ZS 37.7 77.0 87.7 25.7 57.3 72.5
MMP† (Huang et al., 2021) ZS 39.9 79.1 89.3 26.9 60.4 75.3
NCE ZS 42.0 81.0 90.6 28.0 63.4 75.6
PO† (Akula et al., 2021) TT 37.5 77.1 88.2 33.2 70.9 83.9
MMP† (Huang et al., 2021) TT 41.3 78.9 88.8 34.1 74.3 85.2
NCE TT 42.6 81.0 90.6 38.0 75.4 88.0
C2KD (ours) TT 43.1 82.1 91.5 39.6 77.0 88.6

Table 3: Multilingual text-video retrieval on VA-
TEX. Upper and lower halves separated due to dif-
ferent test splits. †: our implementation, Set.=Setting,
ZS=Zero-Shot (trained on English text-video only),
TT=Translate-Train (trained on text-video in all lan-
guages).

Teacher models. In Figure 4, we show the per-
formance of our C2KD method with one, two,
and three teachers. With one teacher, we found
that SimCSE was the worst teacher, which was
surprising considering its strong English-only per-
formance. However, recent work has shown
that the best teacher might not be the strongest
model (Gong et al., 2022). Using LaBSE as its own
teacher is feasible, but it is better to use a different
model as the teacher. Distill SBERT was the best

Without C2KD
English (en) query: season with salt and cover the pot

With C2KD

Chinese (zh) query: 把牛肉和豆腐加到锅里 
(Add the beef and tofu to the pot)

Russian (ru) query: вливать вино над улитками в миску
(pour wine over snails into a bowl)

Japanese (ja) query: 2 つの卵を牛乳に入れて、溶けたバターのカップ
で泡立てる

(Put the two eggs in milk and whisk with a cup of melted butter)

1

2

3

1

2

3

1

2

3

1

2

3

Figure 7: Qualitative text-video retrieval results on
Multi-YouCook2. Left: results for NCE baseline
method without C2KD. Right: results with C2KD.
Videos shown as 2 frames. Top 3 results for each query
are shown with the correct match highlighted in green.

teacher, which is reasonable considering it is the
most similar to LaBSE in using a sentence-level ob-
jective. With two teachers, we found that any com-
bination of Distill SBERT, mBERT, and XLM-R
could improve the performance over any individual
teacher. However, including LaBSE either didn’t
help the performance or made it worse. Given these
results, we used Distill SBERT, mBERT, and XLM-
R as the final set of teachers, which obtained the
best results.
Knowledge Distillation objective. We compare
distillation objectives between the student and
teacher text-video similarity scores in Figure 5. For



Set. English (en) Hindi (hi) Kannada (kn) Marathi (mr)
Model R@1 R@5 R10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10
Random Chance N/A 0.1 0.5 1.0 0.1 0.5 1.0 0.1 0.5 1.0 0.1 0.5 1.0
PO† (Akula et al., 2021) ZS 4.2 12.7 17.7 1.8 6.6 10.2 1.8 5.7 9.1 2.8 7.7 12.8
MMP† (Huang et al., 2021) ZS 4.8 13.5 20.9 1.9 6.4 10.8 1.5 4.4 7.6 2.3 7.4 11.5
NCE ZS 5.1 14.4 21.6 2.3 8.0 12.5 2.1 6.6 11.5 2.8 8.5 13.5
PO† (Akula et al., 2021) TT 4.3 13.4 18.7 2.9 10.2 15.4 2.3 7.9 13.2 3.7 11.5 17.0
MMP† (Huang et al., 2021) TT 5.1 13.4 19.3 3.1 10.5 15.2 3.0 7.8 12.1 2.9 11.5 17.6
NCE TT 5.6 16.6 23.4 4.2 11.8 16.8 3.7 10.7 15.8 5.1 14.1 19.9
C2KD (ours) TT 6.3 16.8 25.9 4.3 13.2 19.4 4.4 12.4 17.8 5.1 14.8 22.3

Table 4: Multilingual text-video retrieval on RUDDER. †: our implementation, Set.=Setting, ZS=Zero-Shot
(trained on English text-video only), TT=Translate-Train (trained on text-video in all languages).

English text-video retrieval, TeachText (Croitoru
et al., 2021) proposed to regress the teacher text-
video scores using a Smooth L1 Loss. We found
that this objective could only give a minor improve-
ment over the baseline without distillation. While
the TeachText approach considers each text-video
score independently, our proposed LC2KD loss in-
stead considers the context of all the text-video
scores by normalizing them with softmax and ap-
plying the cross entropy loss. As shown in Figure 5,
this significantly outperforms the regression based
method. To gain further insight, we tried an inter-
mediate approach of combining softmax normal-
ization and Smooth L1 Loss, which performed only
slightly better than Smooth L1 loss. This shows
that it is essential to use a loss such as cross entropy
which considers the distribution over the text-video
scores instead of treating them independently.
Teacher language. In Figure 6, we compare the
results when different languages are used by the
teachers. Using the same multilingual text as in-
put to the student and teachers improves the re-
sults over no distillation, likely due to the com-
plementary information provided by different text
encoders. However, our proposed method of using
English with the teachers performs better. This re-
sult matches our intuition that English should be
the best language to use with the teachers since
English text-video retrieval is typically higher than
other languages.

4.5 Main Results

With the best student (LaBSE) and teacher models
(Distill SBERT, mBERT, and XLM-R) at hand, we
tested C2KD on four datasets. For comparison, we
also implemented the baselines (Huang et al., 2021;
Akula et al., 2021) since their code was not released.
The “NCE” method corresponds to our baseline
without distillation (LNCE only, α=1). We applied
C2KD to this method.

Table 1 shows the multilingual text-video re-
trieval results on Multi-MSRVTT. C2KD improves
performance across languages, with average R@1
improving from 19.8 to 23.0 (+16.2% relative). The
largest improvement is on Spanish (es), from 21.5
to 25.5 (+18.6% relative). Our method also im-
proves the performance on English. Finally, we
note that while performance for Vietnamese (vi)
improved, it is still much lower than for other lan-
guages. We manually expected the captions and
found the translations to be poor with unrelated
symbols such as musical notes inserted.

Table 2 shows the results on Multi-YouCook2.
The performance across languages is similar, which
suggests that the quality translation is consistent.
Applying our C2KD method to the baseline, we
see improvements for all languages. The average
R@1 improves from 12.1 to 12.9 (+6.6% relative).
The largest improvement is on Japanese, from 10.1
to 11.3 (+11.9% relative).

Table 3 shows the results on VATEX. The re-
trieval performance is generally higher than on the
other datasets, which could be attributed to the
large training set. Nonetheless, C2KD can improve
the performance for both English and Chinese in
all metrics. Chinese R@1 is improved from 38 to
39.6 (+4.2% relative).

Table 4 shows the results on RUDDER. The
dataset is much smaller than the others, so the re-
trieval performance is generally lower. However,
C2KD still improves the results across languages
and metrics. The largest improvement is on R@10
for Hindi, from 16.8 to 19.4 (+15.9% relative).

Overall, C2KD consistently improved perfor-
mance across languages and domains, with signifi-
cant improvements on some languages. Also, our
results accurately represent the performance since
we ran each experiment three times and report the
average.



4.6 Qualitative Results

Figure 7 shows qualitative retrieval results on Multi-
YouCook2. Without C2KD, the baseline method
often retrieves clips that are only partially related
to the query, ie., for “add the beef and tofu to the
pot,” the clips will only show either beef or tofu.
Using C2KD, the model can handle more complex
queries and retrieve clips that are relevant to all of
the ingredients mentioned in the text.
Retrieval using unseen languages. Qualitative
results show that our C2KD model can retrieve
videos using text in unseen languages (languages
for which no text-video pairs were available),
thanks to LaBSE’s text pre-training in over 100
languages. For example, in our multilingual text-
video retrieval demo1, our model can match videos
with text in Ukrainian and Igbo, even though the
model was not trained with text-video pairs in those
languages (although LaBSE was pre-trained with
text in those languages).

5 Conclusion

In this work, we introduce Cross-Lingual Cross-
Modal Knowledge Distillation (C2KD) to improve
multilingual text-video retrieval performance. Mo-
tivated by the observation that English retrieval out-
performs other languages, our method trains a stu-
dent using input multilingual text to output similar
text-video similarity scores compared with teachers
using input English text. We propose an objective
based on cross entropy to distill the cross-modal
knowledge from the teachers which considers the
context of all of the text-video pairs in the batch.
We applied C2KD to four datasets and obtained an
improvement in multilingual text-video retrieval
across languages and domains. Finally, we intro-
duce the Multi-YouCook2 dataset with captions in
9 languages and will make the data public to spur
more research in this direction. Ideas for future
work include applying multilingual text augmenta-
tion and paraphrasing strategies to generate more
data.

Limitations

In this work, we sought to improve multilingual
text-video retrieval and reduce the gap with En-
glish performance. C2KD improved multilingual
text-video retrieval across datasets and languages.
On Multi-MSR-VTT, the average gap in perfor-

1https://github.com/roudimit/c2kd

mance between non-English languages and English
was 16.5% before applying C2KD and 14.4% af-
ter applying C2KD. On Multi-YouCook2, the gap
was 20.8% before and 18.4% after. Although our
method reduced the gap, the performance for En-
glish is still higher than the other languages. We
attribute this to several factors. First, C2KD im-
proved the performance for English as well as for
other languages, making it harder to close the gap.
Second, multilingual text translated from English
often has errors. For example, as we noted on
Multi-MSRVTT, the performance for Vietnamese
(vi) is much lower than the other languages, and we
found the translations to be of poor quality. Third,
the multilingual text models such as LaBSE are
pre-trained on more English data than any other
language. We expect that the gap between English
performance and other languages will decrease as
machine translation models and multilingual text
encoders improve. Also, our datasets have at most
9 languages, and it will take further research to
develop massively multilingual text-video retrieval.

Ethics Statement

Text-video retrieval is an important task that can
improve the experience of searching for videos on
the internet. Our approach aims to make text-video
retrieval more equitable by improving the perfor-
mance for more languages besides English. We
believe that our work can help both researchers and
practitioners develop better multilingual text-video
models. We also collected multilingual captions
for the YouCook2 dataset and plan to release them,
which is permitted by YouCook2’s license (MIT
license).
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A Appendix

Table 5 shows the final values of the α (balance)
and Ψ (pooler) hyperparameters determined via
grid-search. As shown by the table, a larger weight
on LC2KD is optimal for most of the datasets. We
have also tried a multitask setup where no pooler
is used and LC2KD is applied to each teacher text-
video similarity matrix, but this approach did not
work as well.

Parameter MSRVTT YouCook2 VATEX RUDDER
α (Balance) 0.5 0.1 0.1 0.1
Ψ (Pooler) Min Min Max Mean

Table 5: Final values of the balance and pooler hyper-
parameters determined via grid-search.

For the video model, we use a maximum video
length of 30s. Following the 2-layer, 4-head trans-

former, we mean-pool the outputs and apply a pro-
jection into the shared embedding space with a
dimension of 512. Following prior work in text-
video learning, we use non-linear feature gating in
the projection layer (Dauphin et al., 2017; Miech
et al., 2017) and we do not use positional embed-
dings in the video transformer (Shvetsova et al.,
2022).

We used the HuggingFace models and tokenizers
for LaBSE2, XLM-R3, mBERT4, Distill SBERT5,
and SimCSE6. We use a maximum of 40 tokens.
Following the text encoders, we mean-pool the
outputs and apply a projection into the shared em-
bedding space.

We used a single V100 GPU with 32 GB mem-
ory for all of our experiments, and each experiment
took one hour on average. We trained the mod-
els for 20 epochs for MSR-VTT, 10 epochs for
Multi-YouCook2, 30 epochs for VATEX, and 20
epochs for RUDDER. The batch size was 64 videos.
The initial learning rate was 1e-4 with an expo-
nential decay of 0.9 except on RUDDER where
we reduced it to 5e-5 due to the smaller dataset
size. Models were trained with the Adam opti-
mizer (Kingma and Ba, 2015). We implemented
the models in PyTorch (Paszke et al., 2019) and
used mixed-precision.

2https://huggingface.co/sentence-transformers/LaBSE
3https://huggingface.co/xlm-roberta-base
4https://huggingface.co/bert-base-multilingual-uncased
5https://huggingface.co/sentence-transformers/distiluse-

base-multilingual-cased-v2
6https://huggingface.co/princeton-nlp/sup-simcse-

roberta-base
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