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ABSTRACT

We present BERT-CTC-Transducer (BECTRA), a novel end-to-end
automatic speech recognition (E2E-ASR) model formulated by the
transducer with a BERT-enhanced encoder. Integrating a large-scale
pre-trained language model (LM) into E2E-ASR has been actively
studied, aiming to utilize versatile linguistic knowledge for generat-
ing accurate text. One crucial factor that makes this integration chal-
lenging lies in the vocabulary mismatch; the vocabulary constructed
for a pre-trained LM is generally too large for E2E-ASR training
and is likely to have a mismatch against a target ASR domain. To
overcome such an issue, we propose BECTRA, an extended ver-
sion of our previous BERT-CTC, that realizes BERT-based E2E-
ASR using a vocabulary of interest. BECTRA is a transducer-based
model, which adopts BERT-CTC for its encoder and trains an ASR-
specific decoder using a vocabulary suitable for a target task. With
the combination of the transducer and BERT-CTC, we also propose
a novel inference algorithm for taking advantage of both autoregres-
sive and non-autoregressive decoding. Experimental results on sev-
eral ASR tasks, varying in amounts of data, speaking styles, and
languages, demonstrate that BECTRA outperforms BERT-CTC by
effectively dealing with the vocabulary mismatch while exploiting
BERT knowledge.

Index Terms— transducer, BERT, masked language model, pre-
trained language model, end-to-end speech recognition

1. INTRODUCTION

In the field of natural language processing (NLP), language model
(LM) pre-training has achieved remarkable success and become a
dominant paradigm. With well-designed self-supervised objectives
and a dramatic increase in model capacity, large-scale LMs [1,2] are
pre-trained on a vast amount of text-only data to acquire versatile
linguistic knowledge [3]. Such pre-trained LMs (PLMs) provide rich
representations for boosting the performance of downstream NLP
tasks while alleviating the heavy requirement of supervised data.

Inspired by the great success in NLP, there has been an increas-
ing interest in adopting a PLM for end-to-end automatic speech
recognition (E2E-ASR). Several works have introduced PLMs to
E2E-ASR via N-best hypothesis rescoring [4–8] and knowledge dis-
tillation [9–12]. More recently, others have attempted to fine-tune a
PLM directly for E2E-ASR [13–17]. This enables a model to exploit
the LM’s powerful representations during training and inference
while requiring a complex mechanism for bridging the speech-text
gap and careful adjustment for stabilizing the fine-tuning process.

BERT-CTC is another possibility we have explored for incor-
porating a pre-trained masked LM, i.e., BERT, into the formula-
tion of connectionist temporal classification (CTC) [18]. BERT-
CTC efficiently uses BERT without fine-tuning to explicitly con-
dition CTC on context-aware linguistic information, alleviating the
conditional independence in the output dependency. While BERT-
CTC has shown promising results, its performance is still limited

due to a discrepancy in its output vocabulary. BERT-CTC predicts a
sequence via a masked LM-based iterative refinement algorithm [19]
(e.g., Table 1) with repeated updates on BERT embeddings. This
BERT-based refinement forces the model to be trained on the BERT
vocabulary, which is often too large for ASR training and is likely
to have a mismatch against a target ASR domain. In fact, as shown
in [18], the BERT-CTC performance becomes less significant when
compared with standard CTC and transducer-based models trained
on a vocabulary constructed from ASR training text. A similar issue
has been reported in [20], which has mentioned that alphabetic lan-
guages (e.g., English) are prone to the vocabulary mismatch due to
the difference in subword units.

In this work, we propose BERT-CTC-Transducer (BECTRA),
an extension of BERT-CTC that is capable of handling the vocabu-
lary mismatch and exploiting BERT knowledge for improving ASR
performance. BECTRA formulates E2E-ASR based on the trans-
ducer [21], which comprises an encoder enhanced by BERT-CTC
and a decoder (i.e., prediction/joint networks) trained with an ASR-
specific vocabulary. Such a separate decoder enables a model to
learn text generation more accurately in a suitable output unit, still
benefiting from the BERT-conditioned framework. Moreover, BEC-
TRA models E2E-ASR in a more accurate formulation than BERT-
CTC, thanks to the transducer’s autoregressive characteristic relying
less on conditional independence assumptions. With the combina-
tion of the transducer and BERT-CTC, we also propose a novel in-
ference algorithm for BECTRA, which takes advantage of both au-
toregressive and non-autoregressive decoding algorithms.

2. BACKGROUND: BERT-CTC FOR END-TO-END ASR

Let O = (ot ∈ RF |t = 1, · · · , T ) be an input sequence of length
T , and W b =(wb

n∈Vb|n=1, · · · , N) be the corresponding output
sequence of lengthN , where ot is anF -dimensional acoustic feature
at frame t,wb

n is an output token at position n, and Vb is a vocabulary
of BERT [1] trained on a target language. Note that the superscript
(b) indicates the use of the BERT vocabulary. The objective of E2E-
ASR is to formulate the direct mapping fromO toW b by modeling a
posterior distribution p(W b|O) using a single deep neural network.

BERT-CTC [18] formulates p(W b|O) by introducing a masked
sequence W̃ b =(w̃b

n∈Vb ∪ {∅}|n=1, · · · , N), which is obtained
by replacing some tokens in an output sequence W b with a special
mask token ∅ (see Table 1 for example). Considering all possible
masking patterns compatible with W b, p(W b|O) is factorized as

p(W b|O) =
∑
W̃ b

p(W b|W̃ b, O)p(W̃ b|O). (1)

Similar to CTC [22], p(W b|W̃ b, O) in Eq. (1) is marginalized over
all possible alignment paths between O and W b as

p(W b|W̃ b, O) ≈
∑

Ab∈B–1(W b)

p(Ab|W b, O)p(W b|W̃ b), (2)

where Ab = (ab
t ∈ Vb ∪ {ε}|t = 1, · · · , T ) is a frame-level token
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sequence obtained by augmenting W b with a blank symbol ε, and
B : Ab 7→ W b is the collapsing function [22] that removes token
repetitions and blank symbols from Ab. To obtain Eq. (2), BERT-
CTC assumes reasonable conditional independence of W̃ b and O.
The alignment probability p(Ab|W b, O) is further factorized using
the probabilistic chain rule as

Eq. (2) ≈
∑
Ab

T∏
t=1

p(ab
t |������
ab
1, · · · , ab

t−1,W
b, O)p(W b|W̃ b), (3)

which makes the same conditional independence assumption identi-
cal to CTC. Assuming p(W b|W̃ b) as a strong prior probability mod-
eled by a pre-trained masked LM, BERT-CTC models the product of
p(ab

t |W b, O) and p(W b|W̃ b) in Eq. (3) as

Eq. (3) ,
∑
Ab

∏
t

p(ab
t |BERT(W̃ b), O), (4)

where BERT(·) indicates contextual embedding obtained from the
output of BERT [1]. Different from standard CTC formulation, in
Eq. (4), BERT-CTC conditions the token emission probability on
BERT’s contextual linguistic information. This enables a model to
not only utilize BERT knowledge for E2E-ASR but also explicitly
relax the conditional independence assumption made in CTC. For
more detailed derivation from Eq. (2) to Eq. (4), see Sec. 3 of [18].

The blue region in Fig. 1 depicts the BERT-CTC architecture,
consisting of an audio encoder, BERT, and a concatenation network.
The token emission probability in Eq. (4) is computed as

p(ab
t |BERT(W̃ b), O) = σ(ConcatNett(E,H)) ∈ [0, 1]|V

b|+1, (5)

E = AudioEnc(O) ∈ RT×D, H = BERT(W̃ b) ∈ RN×D, (6)

where D is the dimension of hidden vectors et ∈ E and hn ∈ H
in each encoded sequence, and σ(·) is a softmax layer. In Eq. (5),
ConcatNett(·) indicates the t-th output of the concatenation net-
work, which adopts the self-attention mechanism [23] for learning
inner/inter dependencies within/between the concatenatedE andH .

Training The ojective function of BERT-CTC is defined by the
negative log-likelihood of Eq. (1) expanded with Eq. (4):

Lbec = − log
∑
W̃ b

∑
Ab

∏
t

p(ab
t |BERT(W̃ b), O)p(W̃ b|O)

≤ −EW̃ b∼M(W b)

[
log
∑
Ab

∏
t

p(ab
t |BERT(W̃ b), O)

]
, (7)

where the intractable marginalization over W̃ b is rewritten under ex-
pectation with respect to a sampling distributionM(W b). Follow-
ing [19], the sampling process is performed by first sampling the
number of tokens from a uniform distribution as M ∼U(1, N) and
then randomly masking M tokens in a ground-truth sequence W b.
The summation over Ab is efficiently computed as in CTC [22].

Inference Algorithm 1 represents a pseudocode for BERT-CTC in-
ference, which is inspired by the mask-predict algorithm [19] com-
bined with CTC inference [24–26]. The algorithm gradually gener-
ates an output sequence Ŵ b by iterating the following procedure K
times. At each iteration k∈{1, · · · ,K}, a masked sequence Ŵ b is
fed into BERT to obtain contextual embeddings H (line 4). Given
H and an encoder output E, Ŵ b is updated with a newly predicted
sequence, which is obtained via the best path decoding [22] using
the framewise token probability from Eq. (5) (line 5). Then, M to-
kens having the lowest probability scores are replaced with the mask
token ∅ (lines 6 and 7), where M is calculated from a linear decay
function b|Ŵ b| · K−k

K
c similar to [19].

Concatenation Network

Audio Encoder BERT Prediction
Network

Joint Network

O

BERT-CTC

W̃ b wa
1, · · · , wa

mu−1

Ltra

Lbec

Fig. 1. Overview of BECTRA architecture. BECTRA adopts BERT-
CTC as its encoder for transducer-based E2E-ASR training.

3. BECTRA

Overview Figure 1 illustrates the proposed model, namely BERT-
CTC-Transducer (BECTRA), that formulates E2E-ASR based on
the transducer [21] and BERT-CTC. BECTRA constructs an encoder
as the BERT-CTC model, where the output of the concatenation net-
work in Eq. (5) is used to calculate the transducer loss. The joint
and prediction networks are trained with an ASR-specific vocabu-
lary, here a vocabulary constructed from the transcription of a target
corpus. BECTRA enables more suitable training of E2E-ASR com-
pared to BERT-CTC, unconstrained from the BERT vocabulary.

Let W a =(wa
m∈Va|m=1, · · · ,M) be an M -length output se-

quence corresponding to an input sequence O and output sequence
in the BERT vocabulary W b, where Va is a vocabulary constructed
from ASR training text. The superscript (a) indicates the use of the
ASR vocabulary. Similar to Eq. (1), BECTRA formulates E2E-ASR
by marginalizing the conditional probability p(W a|O) over all pos-
sible masked sequences as

p(W a|O) =
∑
W̃ b

p(W a|W̃ b, O)p(W̃ b|O). (8)

Note that, in Eq. (8), W̃ b is obtained by masking a sequence in the
BERT unit W b (6= W a). As in Eq. (2), p(W a|W̃ b, O) is factorized
by considering possible alignment paths and making conditional in-
dependence assumptions as

p(W a|W̃ b, O) ≈
∑

Aa∈B′–1(W a)

p(Aa|W a, O)p(W a|W̃ b), (9)

where Aa = (aa
u ∈ Va ∪ {ε}|u = 1, · · · , T +M) is an align-

ment path between O and W a, defined by the transducer [21], and
B′ : Aa 7→W a is the collapsing function. The alignment probabil-
ity p(Aa|W a, O) is further factorized by the probabilistic chain rule
without a conditional independence assumption (cf. Eq. (3)) as

Eq. (9) =
∑
Aa

T+M∏
u=1

p(aa
u|aa

1, · · · , aa
u−1,W

a, O)p(W a|W̃ b), (10)

≈
∑
Aa

T+M∏
u=1

p(aa
u|wa

1, · · · , wa
mu−1︸ ︷︷ ︸

=B′(aa
1,··· ,a

a
u−1)

,W a, O)p(W a|W̃ b), (11)

where mu is the number of tokens predicted up to an index of u. In
Eq. (11), we approximate (aa

1, · · · , aa
u−1) ≈ (wa

1, · · · , wa
mu−1) as

performed in the transducer, which is reasonable since W a can be
decided uniquely by the collapsing function. Similar to BERT-CTC



←−
−−
−−
− BERT-CTC (k=1) ... thou again meet any one after thee hour reciting artht of poetryry whether he be near’or far it will be a ...

BERT-CTC (k=5) ... thou again meet any one after this hour reciting artht of poetryry whether he be near or far it will be i ...
BERT-CTC (k=10) ... thou again meet any one after this hour reciting aught of poetryry whether he be near or far it will be i ...
BECTRA (B=5) ... thou again meet any one after this hour reciting aught of poetry whether he be near or far it will be i ...

Reference ... thou again meet any one after this hour reciting aught of poetry whether he be near or far it will be i ...

Table 1. Example inference process of BECTRA (Alg. 2), recognizing an utterance from LibriSpeech test-other set (2033-164914-0016). In
BERT-CTC decoding (Alg. 2 line 2), the highlighted tokens are replaced with the mask token ∅ and repredicted in the next iteration. The
BERT-CTC result is further refined via the transducer decoding (Alg. 2 line 3). Blue indicates corrected tokens, and red indicates ones not.

Algorithm 1 Decoding algorithm of BERT-CTC
1: function DECODEBERTCTC(E, K)
2: Initilize a hypothesis Ŵ b with all mask tokens
3: for k = 1, . . . ,K do
4: Calculate H = BERT(Ŵ b)

5: Update Ŵ b via the best path decoding based on Eq. (5)
6: Calculate the number of masked tokens as M = b|Ŵ b| · K−k

K
c

7: Update Ŵ b by masking M tokens with the lowest probabilities
8: return Ŵ b, H

Algorithm 2 Decoding algorithm of BECTRA
1: function DECODEBECTRA(E, K, B)
2: Perform DECODEBERTCTC(E, K) and obtain H
3: Predict Ŵ a via the beam search decoding with a beam size of B,

using the joint and prediction networks in Eqs. (13) and (14)
4: return Ŵ a

in Eq. (4), BECTRA models Eq. (11) as

Eq. (11) ,
∑
Aa

∏
u

p(aa
u|wa

<mu
,BERT(W̃ b), O), (12)

where we assume p(W a|W̃ b) can be modeled by BERT, as W b and
W a are convertible to each other via their tokenizers.

The architecture of BECTRA is shown in Fig. 1, and the token
emission probability in Eq. (12) is computed as

p(aa
u|wa

<mu
,BERT(W̃ b), O)

= σ(JointNet(ConcatNett(E,H),qmu
)) ∈ [0, 1]|V

a|+1, (13)

qmu
= PredictionNet(wa

1, · · · , wa
mu−1) ∈ RD, (14)

where qmu
is a D-dimensional hidden vector obtained by encod-

ing the previous non-blank tokens using the prediction network. In
Eq. (13), the joint network maps the combined outputs of the con-
catenation and prediction networks into a joint space. The adop-
tion of the prediction network allows the model to explicitly capture
causal dependency in output tokens, which is one of the key differ-
ences BECTRA has an advantage over BERT-CTC.
Training By substituting Eq. (12) into Eq. (8), the transducer loss
of BECTRA is derived in the same manner as Eq. (7) as

Ltra , −EW̃ b∼M(W b)

[
log
∑
Aa

∏
u

p(aa
u|wa

<mu
,BERT(W̃ b), O)

]
,

(15)
where the summation over Aa is efficiently computed via dynamic
programming [21]. The objective function of BECTRA is defined
by combining Lbec from Eq. (7) and Ltra from Eq. (15) as

Lbectra = (1− λ)Lbec + λLtra, (16)

where λ∈(0, 1) is a tunable parameter.
Inference Algorithm 2 shows the inference algorithm of BECTRA,
implemented with BERT-CTC decoding followed by beam-search

decoding of the transducer [21,27] (see Table 1 for example). BERT-
CTC decoding provides the model with a fully contextualized BERT
output H , which is from the final hypothesis estimated by the iter-
ative refinement (line 2). The beam-search decoding uses the token
emission probability from Eq. (13) to find an optimal sequence with
the highest sequence-level generation probability (line 3). With this
combined inference algorithm, BECTRA can utilize BERT to cap-
ture bi-directional context in an output sequence, the advantage of
non-autoregressive decoding. Moreover, the transducer-based de-
coding enables the model to further refine a sequence in an autore-
gressive manner, using a more suitable output unit for ASR.

4. EXPERIMENTS

4.1. Experimental Setting
We used the ESPnet toolkit [28] for conducting the experiments, and
all the codes and recipes are made publicly available at https://
github.com/YosukeHiguchi/espnet/tree/bectra.
Data We evaluated models using various corpora with different
amounts of data, speaking styles, and languages, including Lib-
riSpeech (LS) [29], TED-LIUM2 (TED2) [30], and AISHELL-1
(AS1) [31]. We also trained models on the train-clean-100 subset of
LS (LS-100) for performing additional investigations and analyses.
To obtain the vocabulary Va from ASR transcriptions, we used Sen-
tencePiece [32] to construct subword vocabularies for LS-100, LS
and TED2, where each vocabulary size |Va| was set to 300, 5k, and
500, respectively. For AS1, we used character-level tokenization
with 4231 Chinese characters.
Evaluated models For a baseline model, we trained Conformer-
Transducer (Cfm-T) implemented in ESPnet [27], which is similar
to the model in Fig. 1 but without the concatenation, CTC, and BERT
components. BERT-CTC [18] is also a baseline model trained based
on Lbec from Eq. (7). BECTRA is the proposed model trained based
on Lbectra from Eq. (16).
Network architecture For the audio encoder, we constructed the
Conformer architecture [33], which consisted of two convolutional
neural network layers followed by a stack of 12 encoder blocks. The
number of heads dh, dimension of a self-attention layer dmodel, di-
mension of a feed-forward network dff , and kernel sizeK were set to
4, 256, 1024, and 31, respectively. For the transducer-based models,
the prediction network was a single long short-term memory layer
with 256 hidden units. For the models using BERT, the concatena-
tion network was the Transformer encoder [23] with 6 blocks, and
dh, dmodel, and dff were set to 4, 256, and 2048, respectively. We
used a BERTBASE of each language provided in HuggingFace [34]:
English [35] (|Vb|=30522) and Mandarin [36] (|Vb|=21128). The
output dimension D of the audio encoder et, BERT hn, and predic-
tion network qmu

were all adjusted to match dmodel (= 256).
Training and decoding We mostly followed configurations pro-
vided by the ESPnet2 recipe for each dataset. The models were
trained to 100 epochs for LS-100 and AS1, and 70 epochs for TED2

https://github.com/YosukeHiguchi/espnet/tree/bectra
https://github.com/YosukeHiguchi/espnet/tree/bectra


Table 2. Word or character error rates [%] (↓) of our proposed BECTRA compared to Conformer-Transducer (Cfm-T) and BERT-CTC
baselines. Each model was trained using either a vocabulary used in BERT (Vb) or vocabulary constructed from ASR training text (Va).

LibriSpeech-100h LibriSpeech-960h TED-LIUM2 AISHELL-1

Output
Vocab.

Dev WER Test WER Dev WER Test WER Dev
WER

Test
WER

Dev
CER

Test
CERModel clean other clean other clean other clean other

Cfm-T Vb 9.7 21.5 9.8 22.3 – – – – – – – –
Cfm-T Va 5.9 17.7 6.0 17.6 2.5 6.8 2.8 6.8 7.8 7.4 4.9 5.3
BERT-CTC Vb 7.0 16.4 7.1 16.5 3.1 7.1 3.2 7.1 8.3 7.6 3.9 4.0
BECTRA Va 5.1 15.4 5.4 15.5 2.6 6.7 2.9 6.7 7.3 6.9 3.7 3.9

and LS. The Adam optimizer [37] with Noam learning rate schedul-
ing [23] was used for weight updates, where warmup steps and a
peak learning rate were set to 15k and 2e-3, respectively. We aug-
mented speech data using speed perturbation [38] with a factor of 3
and SpecAugment [39]. Similar to [40], we adopted the intermedi-
ate CTC regularization [41] for the audio encoder, where an auxil-
iary CTC loss was applied to the 6-th layer and calculated based on
the ASR vocabulary Va. For BECTRA training, we set λ to 0.5 in
Eq. (16). After training, a final model was obtained for evaluation
by averaging model parameters over ten checkpoints with the best
validation performance. For the number of iterations in BERT-CTC
decoding (in Alg. 1), we setK to 20 for BERT-CTC and 10 for BEC-
TRA. We performed the beam search decoding with a beam size of
10 for Cfm-T and 5 for BECTRA.

4.2. Difficulty of Training ASR with BERT Vocabulary
In Table 2, we compare LS-100 results on Cfm-T trained with the
the BERT or ASR vocabulary (Vb vs. Va). At a glance, Cfm-T re-
sulted in significantly worse WERs by using the BERT vocabulary,
suggesting unsuitable ASR training with the word-level and domain-
mismatched BERT units. We also mention that the large vocabu-
lary size leads to increasingly high memory consumption during the
transducer training [40], which makes it difficult to train a model,
especially on large datasets. In contrast, BERT-CTC in Table 2
achieved decent results by effectively dealing with the vocabulary
mismatch, explicitly using BERT information [18].

4.3. Main Results
Table 2 lists the main results of all the tasks evaluated in the word
error rate (WER) or character error rate (CER). Comparing Cfm-T
(with Va) and BERT-CTC, BERT-CTC performed worse than Cfm-
T in several tasks due to the vocabulary discrepancy. For example,
in TED2, a severe domain mismatch exists between the BERT
training text and ASR transcription (i.e., Wikipedia vs. lecture) that
caused unsuitable ASR training for BERT-CTC. Overall, BECTRA
achieved the best result across all of the tasks. The gain from Cfm-
T demonstrates the effectiveness of exploiting BERT knowledge
via the BERT-CTC-based encoder. Moreover, BECTRA improved
BERT-CTC by generating text in a suitable output unit and mitigat-
ing the conditional independence assumption (Eq. (3) vs. Eq. (11)).
Another notable observation was that, with more data in LS-960, the
performance gap between Cfm-T and BECTRA was reduced, and
the usage of BERT became less influential. We assume that LS-960
contained enough text data that the models were able to learn rich
linguistic information in the LibriSpeech-specific domain.

Table 1 shows an example decoding process of BECTRA.
BERT-CTC succeeded at resolving most of the substitution errors
via iterative refinement using BERT. The transducer decoding was
particularly effective at adjusting deletion and insertion errors in
BERT-CTC outputs, e.g., “poetryry”→“poetry” in Table 1.

0 0.04 0.08 0.12 0.16
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(1, 0)

(5, 0)
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D
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W
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R
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](
←

)

Conformer-T
BERT-CTC
BECTRA

Fig. 2. Trade-off between WER and RTF on LS dev. sets. The values
in parenthesis show the number of iterations and a beam size (K,B).

4.4. Trade-off between WER and Inference Speed
Figure 2 depicts the trade-off between WER and real-time factor
(RTF) on the LS dev-{clean, other} sets. RTF was measured using a
single V100 GPU with a batchsize of 1. Looking at the results from
greedy decoding (K≤1 and B=1), Cfm-T resulted in the best per-
formance with the lowest WER and RTF. The performance gain was
more substantial for increasing the number of iterations in BERT-
CTC than for increasing a beam size in Cfm-T. BECTRA greatly
benefited from beam search decoding atK=1, but the improvement
became small with more iterationsK>1. This indicates that BERT-
CTC decoding refined the output sequence enough that the search
space was reduced during beam search decoding, and only a small
beam size (K=3 or 5) is adequate without degrading the inference
speed. All in all, BECTRA with K = 10 and B ∈ [1, 5] resulted in
the preferable performance balancing the trade-off reasonably well,
taking advantage of both fast non-autoregressive decoding of BERT-
CTC and accurate autoregressive decoding of Cfm-T.

5. CONCLUSION

We proposed BECTRA, a novel E2E-ASR model formulated by the
transducer and BERT-CTC. BECTRA adopts BERT-CTC for the au-
dio encoder, aiming to exploit BERT for capturing contextual infor-
mation. In addition, prediction and joint networks are trained with
an ASR-specific vocabulary, which enables the model to perform
ASR in a suitable unit. One of the limitations of BECTRA is its
non-streaming property due to the BERT-CTC’s non-autoregressive
formulation. The possible solutions include the adoption of the two-
pass modeling [42] or blockwise-attention mechanism [43].
Acknowledgement This work was supported in part by JST ACT-
X (JPMJAX210J) and JSPS KAKENHI (JP21J23495).
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