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ABSTRACT

Variable-rate mechanism has improved the flexibility and ef-
ficiency of learning-based image compression that trains mul-
tiple models for different rate-distortion tradeoffs. One of
the most common approaches for variable-rate is to channel-
wisely or spatial-uniformly scale the internal features. How-
ever, the diversity of spatial importance is instructive for bit
allocation of image compression. In this paper, we introduce a
Spatial Importance Guided Variable-rate Image Compression
(SigVIC), in which a spatial gating unit (SGU) is designed for
adaptively learning a spatial importance mask. Then, a spa-
tial scaling network (SSN) takes the spatial importance mask
to guide the feature scaling and bit allocation for variable-
rate. Moreover, to improve the quality of decoded image,
Top-K shallow features are selected to refine the decoded fea-
tures through a shallow feature fusion module (SFFM). Ex-
periments show that our method outperforms other learning-
based methods (whether variable-rate or not) and traditional
codecs, with storage saving and high flexibility.

Index Terms— variable-rate, image compression, spatial
importance, scale factor, shallow feature

1. INTRODUCTION

With the explosive demand for storing and sharing images,
image compression gradually becomes a vital research field.
It can reduce the required storage space and transmission
cost of images within acceptable distortion. Recently, many
learning-based methods [1, 2, 3, 4, 5] have outperformed the
traditional codecs (e.g. JPEG[6], JPEG2000[7], BPG[&]).
However, these methods rely on training multiple models
with fixed rate-distortion (RD) tradeoffs, which leads to a
proportionate increase in storage occupation and inflexibil-
ity in actual situation. Hence the variable-rate mechanism,
which has been available in traditional codecs, is required for
reducing the storage space and improving the flexibility.
Some methods have explored learning-based variable-rate
image compression, which typically scale the features in en-
coder to obtain coarser or finer quantized features and inverse
the scaling in decoder. Yang et al.[9] design a modulated au-
toencoder, which scales the internal features for adapting to
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different RD tradeoffs. Choi et al.[10] propose a similar con-
ditional autoencoder with quantization bin-sizes for contin-
uous bit-rates. However, improper selection of bin-size can
lead to degradation of RD performance [11]. Yin et al.[12]
only scale the bottleneck features, but this scaling strategy is
unstable and difficult to adapt to a wide range of RD tradeoffs
when training in an end-to-end manner [9]. It is noted that,
all these methods only involve the channel-wise relationship,
without utilizing the spatial importance of images.

When the bit-rate of encoding an image is limited, the
spatial importance of the image has guiding significance for
bit allocation and rate control. The works [11, 13] have at-
tempted to utilize the spatial importance, but additional qual-
ity map need to be generated for each source image in dataset
as input. Moreover, Song et al.[| |] manually pre-define the
uniform quality maps for image compression, the spatially
different importance is not fully utilized.

In this paper, we propose a Spatial Importance Guided
Variable-rate Image Compression method named SigVIC,
which can adapt to arbitrary bit-rates without additional in-
puts. Specifically, a spatial gating unit (SGU) is designed to
adaptively generate a spatial importance mask of image fea-
tures. Then, a spatial scaling network (SSN) is proposed to
employ the spatial importance mask to guide the generation
of spatial scale factors for variable-rate mechanism. Besides,
to improve the quality of reconstructed image, we propose a
Top-K shallow feature fusion strategy to refine the decoded
features through a shallow feature fusion module (SFFM).

We evaluate our method on Kodak and CLIC datasets in
terms of MSE and MS-SSIM. Experiments illustrate that our
method achieves better performance than other variable-rate
methods, traditional codecs and some well-known learning-
based compression methods. Specifically, by calculating the
BD-Rate of MSE results on Kodak dataset, our method saves
17.84%, 10.85% and 2.78% bit-rate compared with BPG[&],
Song et al.[| 1] and Cheng et al.[5], respectively.

2. PROPOSED METHOD

The overview of our method is depicted in Fig.1, where the
encoder and decoder networks consist of several stages. In
each stage ¢, a spatial gating unit (SGU) and a spatial scaling
network (SSN) are designed to introduce spatial importance
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Fig. 1. The overview of our proposed spatial importance guided variable-rate image compression method, SigVIC.

mask to guide RD optimization for variable-rate. Besides, a
shallow feature fusion module (SFFM) is employed at the end
of decoder to refine the decoded features.

2.1. Spatial Gating Unit

f Spatial Gating Unit (SGU) \

Fig. 2. The detials of spatial gating unit (SGU).

For the input features f! at stage ¢, a spatial gating unit
(SGU) is designed for adaptively generating a spatial im-
portance mask i_mask!, as shown in Fig.2. To generate
i_mask?®, a 3x3 convolution is adopted to initially extract the
spatial features from f*. Then, a 1 x 1 convolution with a sig-
moid operation is adopted to produce the weights of i_mask?.
Through the activation of sigmoid, different weights are pro-
duced in i_mask? for different pixels of f!, and most of them
tend to be O or 1.

i_mask® = Sigmoid(C*(C3(f"))) (1)

By multiplying with equivalent spatial features extracted in
another branch using 3x 3 convolution, i_mask® can play the
role of gating unimportant features of f!. After adding with
the identity features f*, the gated features f} is obtained as:

fh=imask" - C*(f") + f* )

The i_mask' is also be passed into our spatial scaling network
(SSN) to guide the generation of spatial scale factor.

2.2. Spatial Scaling Network
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Fig. 3. The structure of spatial scaling network (SSN).

The proposed spatial scaling network (SSN) is depicted
in Fig.3. To introduce the spatial importance mask for guid-
ing feature scaling and RD optimization, SSN takes the adap-
tively learned i_mask® and RD tradeoff ); as the joint inputs.
Firstly, the spatial resolution of both inputs should be con-
verted to the same as the gated features f;. We aggregate
the channel-wise information of i_mask? € RHXWXN and
produce a spatial importance map si_map € RE*W 1 The
constant \; cannot be directly converted by learning, because
H and W are uncertain with different size of input image. Our
solution is to tile and expand ); into a rd_map € REXWx1,
After that, we channel-wisely concatenate and input them into
a MLP network to generate the spatial scale factor s f¢, which
has been related to both spatial importance and bit-rate. The
MLP consists of two full-connected layers with 64 hidden
units and a ReLU in the middle. An exponential function
is applied behind for positive outputs, which is beneficial for
training process [9].

sf' = exp(M LP(Concat(si_map,rd_-map))) 3)

By spatial-wisely multiplying with sf?, different posi-

tions of fgt are scaled to different fineness and the scaled fea-

ture f; is obtained. In this way, the bit allocation for different
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Fig. 5. The RD curves, using MSE and MS-SSIM as the distortion term of loss function, on Kodak and CLIC datasets.

bit-rates is related to spatial importance after quantization.

2.3. Top-K Shallow Feature Fusion Module

Shallow Feature Fusion Module (SFFM)

Fig. 4. Structure of shallow feature fusion module (SFFM).

To enrich the details of decoded image &, Top-K shal-
low features that rich in edge and texture information are se-
lected and incorporated into the encoded feature y. These
features are restored in decoder to refine the decoded features
through a shallow feature fusion module (SFFM). Because
most of the information in features is only contributed by a
few channels[14], we select the most informative K feature
maps for balancing the performance and computation.

SFFM leverages a U-shaped network as shown in Fig.4.
Multiple residual channel attention blocks (RCAB)[15] are
utilized to provide the learning of channel-wise information.
In addition, SFFM can be trained end-to-end in the whole net-
work with only a few parameters.

2.4. Loss function

Our network receives variable \; for adapting to arbitrary bit-
rates, while the guidance of spatial importance has been adap-
tively completed. The loss function is formulated as:

where A represents a range between two selected boundary
values, containing all the possible values of \;.

3. EXPERIMENTS

A subset of ImageNet[16] with 13600 images is used for
training our models, which are randomly cropped to patches

Table 1. BD-results against BPG on Kodak and CLIC

Methods Kodak CLIC

BD-PSNR BD-Rate | BD-PSNR  BD-Rate
MAESs-hyper[9] | -0.96 dB 21.35% -0.59 dB 14.88%

Yin-context[12] | -0.87 dB 17.30% - -

Choi et al.[10] 0.22 dB -4.96% - --
Lee et al.[4] 0.22 dB -5.05% 0.56 dB -12.25%
Song et al.[11] 0.37 dB -8.06% 1.05dB -21.73%

NLAIC[ 8] 0.71 dB -14.50% - --
Cheng et al.[5] 0.78 dB -16.43% 1.21dB -25.82%
Ours (SigVIC) 0.92dB -17.84% 1.23dB  -26.16%

with resolution of 256 x 256. The batch size is set to 8, and the
models are trained for 2M iterations with Adam optimizer
[17]. The learning rate is initially set to 1x10~%, and de-
creased to 1x 107 for the last 0.1 M iterations. We train our
models using MSE and MS-SSIM loss, where the selected
boundaries of A are respectively (0.0016, 0.045) and (5, 120)
for covering wide range of bit-rates. The number of selected
shallow features K is empirically set to 32, and the number
of filters IV of network is set to 192.

3.1. Rate-distortion (RD) performance

We compare the RD curves of our method with other variable-
rate compression methods including learning-based methods
[9, 10, 11, 12, 18] and traditional codec BPG[&]. As shown in
Fig.5, our method outperforms all the other methods in terms
of both PSNR and MS-SSIM (values are converted to decibels
by —10log10(1 — MS-SSIM) for clarity) on Kodak[19] and
CLIC[20] datasets.

We further compare the BD-results(i.e.BD-PSNR and
BD-Rate) with the above methods and some well-known
learning-based compression methods[4, 5] that need to train
multiple models for different bit-rates. Higher BD-PSNR
and smaller BD-Rate indicate better RD performance, which
correspond to more PSNR gains and bit-rate savings. As
shown in Table.1, all the results are calculated against BPG.
Obvoiusly, our method achieves the maximum PSNR gain of
0.92dB and saves the maximum bit-rate of 17.84% on Kodak
dataset, which outperforms all the other methods. On the
CLIC dataset with higher resolution, our method gets higher
BD-PSNR of 1.23dB and saves more bit-rate of 26.16%.
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Fig. 7. The visualizations (including scale factor and bit allocation) of our SigVIC and Song et al.

Besides, our results are slightly better than Cheng et al.[5],
which achieves comparable performance with VVC[21].

In order to test the robustness of our variable-rate mech-
anism, we also train 6 independent models without SSN.
As shown in the Kodak{MSE] results in Fig.5, our SigVIC
achieves comparable performance with corresponding inde-
pendent models. This indicates that our variable-rate mech-
anism will not affect the performance of compression net-
works, while improving the efficiency and flexibility.

3.2. Subjective Performance

Fig.6 shows some reconstructed images to evaluate the sub-
jective performance of our method. All of them are at the
similar bit-rate of about 0.22 bpp. In the enlarged regions, it
can be seen that our method restores more details, such as the
words on helmet and pants, the texture of motorcycle tyres
and mudguards, and so on.
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Fig. 6. Visual quality of reconstructed images.

3.3. Visualizations

To evaluate the effectiveness of our spatial importance guided
feature scaling and bit allocation, we visualize the scale fac-
tors with corresponding bit allocation maps under several lev-
els of RD tradeoff A\. As shown in Fig.7, our scale factors
can adaptively learn the spatial importance of image and scale
features of different regions with different weights, while the
quality maps of Song et al.[] 1] scale different regions using
equal weights. Therefore, when the bit-rate is limited, our

method can preferentially allocate more bits to informative
regions under the guidance of spatial importance.

3.4. Ablation Study

We study the effectiveness of SGU and SFFM in our method,
the results are shown in Table.2. Scheme A adopts a uniform
scale factor for variable-rate mechanism, where SSN is used
but SGU is not. Compared with Scheme A, Scheme B saves
3.56% bit-rate, which benefits from the guidance of spatial
importance on bit allocation and RD optimization by SGU. In
addition, more bit-rate of 6.92% is saved by Scheme C. This
demonstrates that the Top-K shallow feature fusion strategy
with SFFM can further improve the quality of decompressed
image and RD performance.

Table 2. Results of ablation study

Schemes | SSN  SGU SFFM | BD-Rate Params.
A v 0% 15.3M
B v v -3.56%  23.21M
C v v v -6.92%  24.85M

4. CONCLUSION

In this paper, we propose a Spatial Importance Guided
Variable-rate Image Compression method, called SigVIC.
Specifically, a spatial gating unit (SGU) and a spatial scaling
network (SSN) are designed for using spatial importance to
guide the feature scaling and bit allocation for variable-rate.
Besides, a shallow feature fusion module (SFFM) is adopted
to refine the decoded features with Top-K shallow features.
Experimental results show that our method can yield a state-
of-the-art performance, with significantly storage saving and
flexibility improvement of compression methods.
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