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ABSTRACT

In this paper, we study the use of soft labels to train a sys-
tem for sound event detection (SED). Soft labels can result
from annotations which account for human uncertainty about
categories, or emerge as a natural representation of multiple
opinions in annotation. Converting annotations to hard labels
results in unambiguous categories for training, at the cost of
losing the details about the labels distribution. This work in-
vestigates how soft labels can be used, and what benefits they
bring in training a SED system. The results show that the sys-
tem is capable of learning information about the activity of
the sounds which is reflected in the soft labels and is able to
detect sounds that are missed in the typical binary target train-
ing setup. We also release a new dataset produced through
crowdsourcing, containing temporally strong labels for sound
events in real-life recordings, with both soft and hard labels.

Index Terms— Sound event detection, soft labels, crowd-
sourcing annotations

1. INTRODUCTION

Sound event detection has long relied on strongly annotated
data for training and evaluation [} |2} 3], namely data that
contains class labels, and temporal boundaries in terms of
start time and end time for each event instance. Develop-
ment of robust methods for SED was hindered by the small
size of strongly-labeled datasets [4], motivating the use of
alternative training methods based on weak labels (without
temporal information) [5]], synthetic data [6], or combina-
tions [7]. Currently, the largest strongly-labeled dataset con-
tains 67k clips of 10 s, with an average number of 3.5 sound
events per file [8]. The length of the clips is artificially small
and therefore might misrepresent the true sound events dis-
tribution within a longer timeframe. The only datasets with
minutes-long recordings are the TUT SED 2016 and 2017
datasets, created by manually annotating all audible event in-
stances and postprocessing of the labels [, i4].

An often used alternative to manual annotation is crowd-
sourcing, which was used to produce many datasets for dif-
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ferent domains, such as: image classification with ImageNet
[9] or Microsoft COCO [10]]; music classification with Open-
MIC [11] or TROMPA_MER [12]; audio captioning with
CLOTHO [13] or audio tagging with MATS [14]. To ben-
efit from the simplicity of collecting weak labels through
crowdsourcing, in our earlier work we proposed a method
to estimate temporally strong labels from weakly-labeled
overlapping segments of an audio clip [15]. Strong labels
are estimated by reconstructing the temporal order of the
annotated segments and counting activity indicators for each
annotated sound instance. The obtained count-based activ-
ity indicators are values between 0 and 1, representing the
aggregated opinion of multiple annotators, which can also
be interpreted as reflecting the uncertainty of the annotators
pool about the label. These non-binary values can be seen as
soft labels [[16], as opposed to the normal case of hard labels
where each event class has a binary activity level associated
indicating if the sound is active (1) or not (0).

Human uncertainty represented as soft labels was shown
to make classification more robust and improve generalization
in image classification [[17], helping the model define transi-
tions between ambiguous classes [18]]. Soft labels are typi-
cally used through labels smoothing regularization [19], and
are also produced in mixup augmentation by interpolating the
one-hot encoding training labels [20], leading to a smoother
estimate of uncertainty. In contrast to the one-hot classifica-
tion case, the special characteristic of sound event detection
is the multi-label setup, where one time-segment of audio can
have one or multiple events present at once. The predicted
outputs in the network do not need to sum up to one, which
makes the use of soft labels a readily suitable alternative to
the usual multi-hot encoding training scenario.

In this paper we investigate if the soft labels contain in-
formation useful for the training process, and how such infor-
mation can be used to improve detection performance. The
paper presents two main contributions: first, we release a new
dataset, MAESTRO-Real, containing temporally strong la-
bels for sound events in real-life environments. The data was
annotated using the procedure in [15] and is provided with
soft and hard labels. Second, we show that a SED system
trained using soft labels is capable of learning the soft input
representation, and able to detect under-represented classes
that in a normal setup based on hard labels are not detected.



2. SOFT LABELS DATASET CREATION

Crowdsourcing for annotating sound events in long audio
recordings has been proposed in [15] and shown to produce
reasonable annotations. The method consists of a single-pass
multi-label annotation [21] with weak labels; the presence
of a particular sound is explicitly indicated by annotators by
selecting the corresponding label from a predefined set of
target sounds, while the absence is indicated implicitly by not
selecting a label.

2.1. Annotation and label estimation procedure

The annotation process uses weak labeling of densely over-
lapping segments, and reconstructs the temporal activity of
the target sound events as a count-based value based on the
annotator opinions. The process is illustrated in Fig. [I] The
annotation process creates segments ¢ with a length deter-
mined by the annotation hop, each such segment being part
of multiple annotation segments. For each annotation seg-
ment there are multiple opinions. For aggregation, one can
use for example majority vote among the M available opin-
ions for segment ¢, to obtain either O (sound event inactive)
or 1 (sound event active). A one-second annotation hop re-
sults in a temporally strong annotation with a resolution of
1 s. While not exactly fitting the strict definition of strong
labels, the additional temporal information available in com-
parison with a weak label (e.g. per 10 s) was shown to bring
significant improvement in performance for example to audio
event classification [8]].

We aggregate the multiple opinions by taking into account
the annotator competence estimated using MACE (multi-
annotator competence estimation) [22] as described in [[15].
We use a slightly different procedure than [15] to determine
the soft label: instead of using MACE to estimate the “true”
weak label, we use it only for competence estimation. We
then process the annotator opinions for each segment ¢ by
combining them based on annotators’ competence as follows:

ij\/il (0; - v;)
ap = == 2 (1)
> j=1 0;

where a; is the activity level a for one class in segment ¢, M
is the number of annotators for that segment, 0; is the compe-
tence of annotator j estimated using MACE, and v; indicates
the annotator’s opinion, being 1 for the presence and 0 for the
absence of the label. The estimation is done independently
for each class. For complete details about the annotation pro-
cess and the annotator competence estimation procedure, we
refer the reader to [23]].

The resulting value a; is a number between 0 and 1 that
can be considered a soft label. In this respect, the soft la-
bels are activity indicators for each event class in consecutive
segments, which reflect the aggregated uncertainty of the an-
notators. To produce hard labels (binary activity indicators,
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Fig. 1. Annotation procedure and event activity estimation:
the soft label in segment ¢ takes into account the individual
opinions available for the segment, weighed by annotator’s
competence.

as typically used in SED training) we apply a 0.5 threshold,
i.e. events with activity indicators above 0.5 are considered
active (1), while those below 0.5 are considered inactive (0).

The formulation in eq. [[jmeans that a minority of annota-
tors (e.g. 2 of 5) can produce a soft label over 0.5 if they are
highly reliable annotators, therefore producing a hard label
of 1, even though it is not a majority. This is the intended ef-
fect of estimating the reliability of the annotators, and trusting
more the more diligent ones.

2.2. MAESTRO-Real Dataset

We produced the MAESTRO-Real (Multi-Annotator Esti-
mated STROng labels) dataset consisting of real-life record-
ings belonging to five different acoustic scenes: cafe/restaurant,
city center, grocery store, metro station and residential area,
a subset of TUT Acoustic Scenes 2016 dataset [4]. The audio
was recorded as 3-5 minutes long clips, which were split into
short segments for the release of TUT Acoustic Scenes 2016.
In this work we used the original long recordings.

Each file was annotated using Amazon Mechanical Turk,
according to the procedure proposed in [[15]. The annotators
had to select which sounds were active in a 10 s segment from
a list of six classes for each acoustic scene; some event classes
are common to all the scenes (e.g. children voices, footsteps,
people talking), while others are scene-specific (e.g. birds
singing or metro leaving). The collected weak labels were
aggregated into temporally strong labels according to eq.
resulting in soft labels; these were then converted to hard la-
bels using a threshold of 0.5.

The statistics of the event classes for the different acous-
tic scenes are presented in Table |1} based on the hard la-
bels. From the table we notice that the data is highly un-
balanced: some classes have a very low number of event in-
stances, while for some classes no instances exist in the hard
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Table 1. Dataset statistics: event instances according to the hard labels, number and total duration of audio files in minutes.

labels (e.g. cash register which was given as a label for the
grocery store files). An inspection of the soft labels reveals
that for such classes there are many non-zero values, but they
are below 0.5. We speculate that learning from soft labels
will take advantage of this additional information and facili-
tate learning of the under-represented classes to some extent.

The dataset is publicly availabl and consists of 75 audio
files and their corresponding annotations in two versions: one
set of annotations with hard labels and one with soft labels.
The hard labels format contains start time, end time, and tex-
tual label for each sound instance, with the particular feature
that the timestamps are rounded to seconds due to the annota-
tion procedure (e.g. 2 11 car). The soft labels format contains
consecutive 1 s segments in a similar format, with start time,
end time, and textual label, and in addition a value indicating
the soft label for each event class in the given segment (e.g. 2
3 car 0.9; 2 3 footsteps 0.7; 3 4 car 0.85; etc).

3. TRAINING SED WITH SOFT LABELS

We employ a basic CRNN architecture that we train in dif-
ferent setups, using the hard or the soft labels for comparison.
We used the same 5-fold training procedure for all the training
setups.

3.1. SED model

The model follows the CRNN architecture from [24], which
consists of three convolutional layers and two bi-directional
gated recurrent units (GRU), with a sigmoid layer as output
layer. As input the model uses mel energies calculated using
a window size of 2048 samples with a hop length equivalent
to 20 ms, and 64 mel filter banks, with the lower and upper
frequencies set to 50 and 14kHz. When training with hard
labels the system uses BCE loss, which allows independent
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outputs between 0 and 1. To train with soft labels, we first

employ the same BCE loss, forcing the system to predict out-

puts as close as possible to binary activity indicators, as would

be the case when using data augmentation or label smoothing.

In addition, we investigate training using MSE loss, to teach

the system to predict outputs as close as possible to the pro-

vided soft activity indicators instead of binary. In this case,

the output layer is linear, to allow for linear regression. In the

remainder of the paper these setups are denoted as:

* H_BCE_sig: hard labels for training, BCE loss, and a dense
output layer with sigmoid activation.

* S_BCE_sig: soft labels for training, BCE loss, and a dense
output layer with sigmoid activation.

* S_MSE.lin: soft labels for training, MSE loss, and a dense
output layer with linear activation.

3.2. Evaluation

We evaluate the outputs by comparing them with the refer-
ence labels. The sigmoid outputs are probabilities between 0
and 1, so a threshold of 0.5 is applied on each output to deter-
mine the predicted event class activity independently. These
outputs are then evaluated against the hard labels using 1 s
segment-based Fl-score and error rate [2]. Because the bi-
nary outputs do not explain the uncertainty, we calculate the
Kullback-Leibler divergence (KLD) between the soft system
output (before threshold) and the reference labels as provided
in training. KLD allows a better insight into how much the
distribution of the predicted labels differs from the reference
annotation [25]], and is particularly suitable for comparing the
system output to the soft labels.

4. EXPERIMENTAL RESULTS

Table[2]shows that the performance of the three models is very
similar when evaluated using micro-averaged metrics. Based
on the values of KLD, we can say that training with BCE
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Fig. 2. Fl-score values for each of the models, with x-axis ordered from higher number of instances to lower number of
instances per class. H.BCE_sig and S_.MSE _lin_s values are calculated using a class-dependent threshold.

Method Threshold ER F1 | KLD
H_BCE_sig 0.5 044 70.60% || 3.710
S_BCE_sig 0.5 048 68.25% || 3.334
S_MSE_lin 0.5 044 70.82% || 1.383
S_MSE_lin | class-dependent | 0.47 67.30% -

Table 2. Overall ER and F1-score in 1 s segments for the dif-
ferent training setups, evaluated against reference labels. The
last column is the KL divergence between the system output
(soft value) and the reference (binary for BCE, soft for MSE).

and soft labels provides system outputs closer to the reference
than training with hard labels, but is detrimental to the over-
all metrics. Training with MSE and soft labels results in an
output distribution close to the target, and highest overall per-
formance, similar to the hard labels case. For the evaluation
in Table [2] the S_MSE_lin system outputs were transformed
to binary with a 0.5 threshold and compared with the hard la-
bels, but KLD was calculated from the soft outputs to the soft
reference labels.

An in-depth analysis of the class-wise performance shows
that the under-represented classes are not detected by the
H_BCE_sig model. This behavior has been observed in pre-
vious work [24], and is a result of the training process: the
system optimizes to learn as well as possible the large classes,
and be penalized less by the cross-entropy for ignoring the
small classes. The same happens for the H_ BCE _sig model.
When trained with MSE, the outputs are expected to be close
to the provided soft labels, which in many cases are below
0.5. For this reason, binarizing its output with the 0.5 thresh-
old does not show any improvement. This case is shown
in Fig. 2] as the SIMSE_lin_h system, with & indicating that
reference and system outputs are the hard labels as for the
previous two cases.

To understand the dynamics of the output w.r.t. the soft
reference labels, we apply a class-wise threshold determined
as the trimmed midrange of the soft labels in the training data.

This is equivalent to operating point optimization per class in
a SED system, except that we apply it on both soft reference
and system output. The choice of midrange is motivated by
the traditional 0.5 threshold typically used to binarize the sig-
moid outputs: 0.5 is the midrange of the reference annotation
values (binary activity, 0 or 1), not the mean (which would
depend on the actual distribution of the values). Because we
are working with human opinions, we use a 10% trimmed
midrange, to make the value more robust to outliers.

The results are presented in Fig.[2]as the S_]MSE_lin_s sys-
tem, with s indicating that we compare the output with soft
reference labels. It becomes apparent that the system does
detect activity for all the classes, but this output is lost in
the postprocessing when using the same threshold for all the
classes. Class-wise average Fl-score in this case is clearly
higher than the others. Micro-average ER and F1-score for
this case are shown in Tableg 0.47 and 67.3%, respectively,
indicating that there are overall more errors (higher ER) as a
trade-off to detecting activity for all the classes.

5. CONCLUSIONS

Sound event detection is still one of the most challenging
tasks in environmental audio analysis. Because there are
few available datasets with long recordings, recent studies
focused on using heterogeneous data for training, with eval-
uation based on small-size, manually annotated data. With
this work we contribute to the data for SED by providing a
new dataset consisting of five real-life acoustic scenes, with
17 sound event classes annotated through crowdsourcing, in-
cluding soft and hard labels. We also showed that soft labels
can be successfully used to learn acoustic models, and system
outputs can be processed to produce hard labels with individ-
ual per-class thresholds. Future work will consider tailoring
models to the unbalanced nature of the datasets, which may
arise from sound events being genuinely rare, or due to some
sounds being recognized only by a minority of the annotators.
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