2302.08841v1 [cs.SD] 17 Feb 2023

arxXiv

LIP-TO-SPEECH SYNTHESIS IN THE WILD WITH MULTI-TASK LEARNING

Minsu Kim*, Joanna Hong*, Yong Man Rof

School of Electrical Engineering, KAIST, South Korea

ABSTRACT

Recent studies have shown impressive performance in Lip-to-
speech synthesis that aims to reconstruct speech from visual
information alone. However, they have been suffering from
synthesizing accurate speech in the wild, due to insufficient
supervision for guiding the model to infer the correct con-
tent. Distinct from the previous methods, in this paper, we
develop a powerful Lip2Speech method that can reconstruct
speech with correct contents from the input lip movements,
even in a wild environment. To this end, we design multi-
task learning that guides the model using multimodal supervi-
sion, i.e. text and audio, to complement the insufficient word
representations of acoustic feature reconstruction loss. Thus,
the proposed framework brings the advantage of synthesizing
speech containing the right content of multiple speakers with
unconstrained sentences. We verify the effectiveness of the
proposed method using LRS2, LRS3, and LRW datasets.

Index Terms— Lip-to-speech synthesis, Multi-task learn-
ing, Multimodal learning, Speech reconstruction, Lip reading

1. INTRODUCTION

With the recent development of Artificial Intelligence (AI)
technology, interest in solving problems by connecting Al and
humans is increasing to help human life. It is also necessary
in human-to-human conversations in everyday life, especially
when the importance of virtual meetings and video confer-
encing is highlighted. Among many problems in human-to-
human conversations, the need for technologies recognizing
an accurate conversation when voice signals are hardly avail-
able has been increasing. This technology is promising since
it can help people understand conversation in situations like
crowded shopping mall, party with lots of people and loud
music, and silent video conference.

There have been ongoing studies in speech reconstruction
and speech recognition with visual information only. How-
ever, since they solely depend on the visual information (i.e.,
lip movements) which holds incomplete information about
speech [1]], these techniques are known to be challenging
problems. Especially, video-driven speech reconstruction,
also known as Lip-to-speech synthesis (Lip2Speech), has
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been shown much lower performance compared to visual
speech recognition [2| 13, 4} |5]. Therefore, Lip2Speech is
being developed with constrained datasets [6, [7] such that
the number of speakers is limited or the sentences follow-
ing a fixed grammar. In contrast, visual speech recognition
[8, 19, [10] achieved significant performance improvements
in the wild datasets [[L1, [12, [13] containing large speaker
variations and utterances. The performance gap between
the two technologies is because Lip2Speech needs to con-
sider the varying characteristics in speech (e.g., voice, accent,
and intonation). Also, in Lip2Speech task, the reconstruc-
tion criteria of continuous audio representation is insufficient
compared to that of visual speech recognition, while visual
speech recognition can be trained with discrete supervision
of text, unnecessary to consider the speaker characteristics.

To reduce the performance gaps between Lip2Speech and
visual speech recognition, in this paper, we develop a pow-
erful Lip2Speech method that can correctly capture spoken
words even in wild environments. To this end, we propose
a multi-task learning method that learns to predict text with
content supervision and learns to predict acoustic features.
Therefore, we can complement the insufficient content guid-
ance in acoustic feature reconstruction criteria through the
proposed content supervision. Specifically, we propose two
different types of content supervision: feature- and output-
level. In the feature-level content supervision, the model is
guided to predict aligned text from the input visual representa-
tions with Connectionist Temporal Classification (CTC) loss
[[14] before synthesizing the acoustic features. Therefore, we
can bring strong supervision of text into Lip2Speech without
losing the alignment of visual inputs and audio outputs. In
the output-level content supervision, we adopt an Automatic
Speech Recognition (ASR) model to feedback the model to
synthesize speech containing the correct words. Along with
the proposed content supervision, the model is guided by re-
construction loss which is applied at continuous auditory fea-
tures, thus forming multi-task learning. Hence, through the
proposed framework, it is possible to synthesize high-quality
speech by watching only the visual information even in the
wild datasets which are composed of utterances from hun-
dreds of speakers and unconstrained sentences.

To validate the effectiveness of the proposed method, we
utilize LRS2 [12] and LRS3 [13]], the largest sentence-level
audio-visual datasets obtained in the wild, and LRW [L1],



a word-level dataset. Through comprehensive experiments,
we show that the synthesized speech of the proposed method
contains correct contents with the lowest Word Error Rates
(WERSs) compared to the previous state-of-the-art methods.

2. RELATION TO PRIOR WORK

Early works [[15} 2] utilized constrained datasets to develop
the Lip2Speech models. Later, [[16) 15, 4, [17] improved the
architecture and training methods, and provided the possi-
bility of unconstrained Lip2Speech. Recently, [18] utilized
the LRS3 dataset which has no restriction in both the number
of speakers and sentences. However, they failed to success-
fully measure WER for the LRS3 dataset due to difficulties in
synthesizing accurate speech in unconstrained sentence-level
dataset. Different from the previous works, in this paper,
we focus on synthesizing speech with accurate contents by
proposing content supervisions at different levels.

3. METHOD

Let X = {x1,...,o7} € RTXHXWXC pe an input video
containing lip movements, Y = {y1,...,ys} € REXS be
acoustic feature of ground-truth speech constructed with mel-
spectrogram, and U = {u1,...,ur} € R be the ground-
truth transcription of the utterance with L tokens. Here, T in-
dicates the frame lengths, H, W, and C' are the frame height,
width, and channel sizes, respectively, K and S are the mel-
spectral channel and the sequence length, respectively, and L
represents the length of the transcription. Our main goal is to
translate the input lip video X into adequate speech Y with-
out constraint on the number of speakers or sentences (i.e., in
the wild). To this end, we guide the model with multi-tasks,
text prediction using content supervision and acoustic feature
prediction using reconstruction supervision. For the content
supervision, we employ two different types of supervision,
feature- and output-level. The details of the aforementioned
criteria will be described in the following subsections. The
overall proposed framework is illustrated in Fig. [T}

3.1. Feature-level content supervision

To synthesize speech by watching the lip movements only,
predicting the right spoken words in advance is important.
However, most previous works [[15} 2} |5l [16| 4] depend on
the reconstruction loss (e.g., L1 and L2 loss) between the pre-
dicted and ground-truth acoustic representations (e.g., MFCC
or mel-spectrogram). Different from the discrete nature of
text, meaning that the same words always have the same la-
bels, acoustic representations might contain different values,
based upon the different characteristics of the speakers, tones,
accents, and so on, for the same words [19]. Thus, using
only reconstruction loss for continuous acoustic features for
Lip2Speech can be insufficient for guiding the network to in-
fer the right words from the silent talking face video. In or-
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Fig. 1. Overview of the proposed multi-task learning.

der to mitigate this problem, we additionally utilize the dis-
crete text modality with Connectionist Temporal Classifica-
tion (CTC) loss [14]. Since CTC loss not only guides the
network to infer the right words but also produces the aligned
representations, it is adequate for the Lip2Speech task which
should maintain the visual-audio synchronization.

The frames of input video X is embedded with CNN-
based visual front-end ®,, and their temporal relationships are
modeled by conformer @ [20], as follows,

F=®:(2,(X)). ey
7fT} €

are employed for both text prediction and speech pre-
diction, where D is the embedding size. The text prediction
p = Softmax(F Wi + bete) is guided with the CTC loss de-
fined as Les.(p, U), where W € RP*N and by € RY are
the weight and bias for text prediction, respectively, and N
refers to the number of classes. With the feature-level con-
tent supervision, the visual representations F' can contain the
correct wordings of the input visual speech, which will be
eventually translated into output acoustic features.

The final encoded visual representations F' = {f1, ...
RT xD

3.2. Output-level content supervision

As we discussed in the previous section, using CTC loss be-
fore synthesizing the speech can explicitly guide the model to
learn the correct words. In addition, along with the feature-
level content supervision, we can also impose content super-
vision at the output level. To this end, we propose to bring a



feedback network that guides the model to focus on modelling
accurate content even when the text annotation is unavailable.
We utilize a pre-trained ASR model to examine whether the
synthesized speech contains correct words or not. The con-
tent representations Z of synthesized speech Y are extracted
from the ASR model before the last classification layer. Then,
the content representations Z are guided to resemble with
the ground-truth content representations Z which is extracted
from the ground-truth speech Y as follows,

Z =ASR(Y), Z=ASR(Y), 2)
Easr:||Z_Z|‘§' (3)

Therefore, the model can focus more on modelling accurate
content in the output with the help of the feedback model.
Moreover, since the output-level content supervision does not
require any text annotation, we can employ it even if the text
annotations are unavailable.

3.3. Lip-to-Speech synthesis in the wild

Different from the previous work, [18], we put the speaker
embedding [16]], which for providing the speaker characteris-
tics, right before the speech synthesizer so that the front mod-
els (i.e., visual front-end and conformer) can focus more on
modelling speech content. Moreover, to properly embed the
speaker characteristics into the final output speech, we use a
deeper speech synthesizer, composed of 1D CNN layers.

From the visual features F', acoustic features are gener-
ated by Speech Synthesizer W. The generation is guided with
the reconstruction loss as follows,

By weighted summing the three loss functions defined, the
objective function for the proposed multi-task learning can
be formulated as follows, Lio; = ActeLete + AasrLasr +
ArecLrec, Where X are the balancing weights. By guiding the
network with multimodal supervision, the synthesized speech
Y = U(F) can contain accurate contents with the help of
content supervision. For stable training, we use 0 for A\, for
early epochs and turn on the output-level content supervision
when the reconstruction loss falls enough.

4. EXPERIMENTS

4.1. Datasets

LRS2 [12]] dataset is utilized to validate the performance of
the proposed method in the wild environment without con-
straints of the number of speakers and sentences. It has about
142,000 utterances including pre-train and train sets. We
utilize both sets for training (about 223 hours), and test the
model on a test set containing 1,243 utterances.

LRS3 [13] dataset is another large-scale audio-visual corpus
dataset. We follow the unseen data splits of [[L8]. For training,

about 131,000 utterances are utilized (about 296 hours), and
1,308 utterances are used for testing.

LRW [11] dataset is a word-level English audio-visual cor-
pus. It contains 500 word classes with a maximum of 1,000
training videos each. The dataset is collected from BBC
news program, thus containing large speaker, pose, and illu-
mination variations. Compared to the previously mentioned
sentence-level datasets in the wild, it is constrained to 500
words. The total training data length is about 157 hours.

4.2. Implementation details

4.2.1. Dataset preprocessing

For all datasets, we crop the lip regions, resize the cropped
frames into 112X 112, and convert the colors into grayscale
as [4]. Audio with a sample rate of 16kHz is converted to
mel-spectrogram by using a hop length of 10ms and win-
dow length of 40ms. For the data augmentation, we randomly
erase the spatial region of the video consistently in all frames,
and time-masking [[18] is applied to the input video which is
beneficial in modelling visual context. For the text tokenizer,
we employ sentencepiece [21] for the LRS2 and LRS3 with
4,000 subwords, and word class for the LRW dataset.

4.2.2. Architectural details

For the visual front-end, ResNet18 whose first layer is mod-
ified with a 3D convolution is utilized [22]]. For the con-
former, we use 12 layers, 8 heads, and convolution kernel
size of 31, for the LRS2 and LRS3. For the LRW, we use
6 layered conformer. For the speech synthesizer, we use 3
layered 1D convolutions with 256, 128, and 320 hidden di-
mensions and a kernel size of 7, and the speaker embedding
[[L6l [18] is obtained by encoding random short audio clip of
the same speaker with another 3 layered 1D convolutions with
128, 256, and 256 hidden dimensions and a kernel size of
7. For the LRW, we use random 0.2 sec of audio clip and
0.5 sec for both LRS2 and LRS3. The speaker embedding
setting is different from the previous work [18]] that utilized
all audio frames to extract the speaker embedding by using
a pre-trained speaker verification model on large-scale extra
datasets. For each LRS2 and LRS3 dataset, the pre-trained
ASR model is trained using CTC loss and is composed of
6 conformer encoders with 4 attention heads. For the LRW
dataset, we utilize temporal average pooling and cross entropy
loss. The pre-trained ASR models keep being frozen during
training the Lip2Speech model.

4.2.3. Training details

For training, we use an initial learning rate of 0.0001, batch
size of 16, and AdamW [23] optimizer. For the LRS2 and
LRS3 datasets, mel-spectrogram of 200 frames are generated
by randomly selecting corresponding visual representations
from F, to save computing memory. Acic, Agsr, and Ay, are
empirically set to 1, 1, and 100, respectively.



Table 1. Ablation study on LRS2 dataset. ‘C.S.’ is an abbre-

Table 3. Performance comparisons on LRS3 dataset

viation for content supervision Method STOI ESTOI PESQ WER(%)
Method STOI ESTOI PESQ WER(%) VCA-GAN [4] 0.474 0.207 1.23 96.63
Baseline 18] 0.491 0.291 1.34 93.91 SVTS [18] 0.507 0.271 1.25 79.83
+ Feature-level C.S. 0.513  0.312 1.34 76.40 Proposed Method 0.497 0.268 1.31 66.78
+ ConvlD 0.518  0.320 1.34 75.32
+ Speaker Embedding 0519 0329 136 68.80 Table 4. Performance comparisons on LRW dataset.
__tOuputlevel CS. (Full)  0.526 _ 0.341 _ 1.36  60.54 Method STOI ESTOI PESQ WER(%)
— Feature-level C.S. 0.496  0.299 1.34 84.27 Lip2Wav [16] 0.543 0.344 1.20 34.00%
VCA-GAN [4] 0.565 0.364 1.34 32.07
Table 2. Performance comparisons on LRS2 dataset End-to-end GAN [5] ~ 0.552  0.330 1.33 41.31
Method STOI ESTOI PESQ  WER(%) SVTS [18] 0.649  0.483 1.49 12.53
VCA-GAN [4] 0.407 0.134 1.24 109.01 Proposed Method 0.642 0.476 1.56 13.86
SVTS [18] 0.491 0.291 1.34 93.91
Proposed Method 0.526 0.341 1.36 60.54

4.2.4. Evaluation metrics

For evalutation, we use Short-Time Objective Intelligibility
(STOI) [24] and Extended STOI (ESTOI) [25] to measure the
intelligibility of generated speech, Perceptual Evaluation of
Speech Quality (PESQ) [26] to measure the perceptual qual-
ity of generated speech, and Word Error Rate (WER) to mea-
sure how the generated speech containing the correct con-
tents. Note that we focus on WER metric to examine whether
the proposed method is effective in modelling speech con-
tent. The quantitative results are obtained by converting into
the waveform with Griffin-Lim algorithm [27]. Note that the
ASR model used to train the Lip2Speech model and that used
to measure quantitative results are different.

4.3. Ablation study

We examine the effectiveness of the proposed method by
adding each component to the baseline, SVTS [18]. We use
the LRS2 dataset to validate the efficacy of the proposed
framework in the wild environment. Table [Tl shows the abla-
tion results. The WER of baseline model is 93.91%, meaning
that the baseline model can hardly generate speech with cor-
rect content. By using the feature-level content supervision (+
Feature-level C.S), we improve the WER by 17.51% which
is a large improvement compared to the baseline model.
Moreover, by changing the speech synthesizer with a deeper
architecture (+ Conv1D) and the injection location of speaker
embedding (+ Speaker Embedding), the performance is im-
proved to 68.80% WER. Finally, with the proposed output-
level content supervision (+ Output-level C.S) which is the
final proposed method (i.e., Full), we achieve 60.54% WER,
and the proposed model outperforms the baseline model by
33.37% WER. Finally, in the case of that text annotation is
not available (- Feature-level C.S), we achieve 84.27% WER
with the output-level content supervision, which improves the
WER by about 10% from the baseline.

The final performance (60.5% WER) is significant since

a well-known visual speech recognition with CTC architec-
ture [8] achieves about 65% WER on LRS2 dataset. This
means that our proposed Lip2Speech model achieves compa-
rable performance with the visual speech recognition tasks.

4.4. Comparisons with previous methods

We compare the performances with the previous methods by
using the large-scale audio-visual datasets, LRS2 and LRS3,
composed of various utterances from diverse speakers. Since
there is no prior work that tried to measure the WER on
such wild sentence-level datasets, we train VCA-GAN [4]
and SVTS [18]] on the LRS2 and measure the WER, shown
in Table 2] Compared to the previous methods, VCA-GAN
and SVTS, the results confirm that the proposed method syn-
thesizes the speech with accurate wordings by achieving the
best WER and PESQ. Moreover, in Table 3] we obtain con-
sistent results for the LRS3 dataset compared to the previous
experiments with the large gap in the WER performances.

In addition, we verify that our proposed model achieves
comparable performances with the other popular methods us-
ing word-level dataset, LRW. As indicated in Table @ the
proposed method achieves comparable performances with the
state-of-the-art methods showing that multi-task learning can
be also applied to the word-level dataset.

5. CONCLUSION

In this paper, we design a powerful Lip2Speech framework
that works in the wild. To this end, we propose multi-task
content learning: feature- and output-level content supervi-
sions, with the acoustic feature reconstruction. The extensive
experimental results prove that the proposed learning frame-
work effectively translates the lip movements into speech au-
dio with the accurate content, even in the wild environments.

fReported using Google API.
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