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ABSTRACT
Noisy annotations such as missing annotations and loca-
tion shifts often exist in crowd counting datasets due to
multi-scale head sizes, high occlusion, etc. These noisy
annotations severely affect the model training, especially
for density map-based methods. To alleviate the negative
impact of noisy annotations, we propose a novel crowd
counting model with one convolution head and one trans-
former head, in which these two heads can supervise each
other in noisy areas, called Cross-Head Supervision. The
resultant model, CHS-Net, can synergize different types of
inductive biases for better counting. In addition, we de-
velop a progressive cross-head supervision learning strat-
egy to stabilize the training process and provide more reli-
able supervision. Extensive experimental results on Shang-
haiTech and QNRF datasets demonstrate superior perfor-
mance over state-of-the-art methods. Code is available at
https://github.com/RaccoonDML/CHSNet.

Index Terms— Crowd counting, noisy annotations

1. INTRODUCTION

Crowd counting is to count the people from a given image in
diverse crowded scenes, which is an active computer vision
task with a wide range of promising applications in crowd
management, traffic monitoring, surveillance systems, etc.
Existing methods can be roughly categorized into detection-
based [1], count-based [2] and density-map-based [3, 4, 5, 6].
The detection-based methods [1] require laborious annota-
tions (i.e. the bounding boxes) to directly detect all persons
in an image while the count-based methods [2] only predict
the total number of people, suffering from weak supervision.

Unlike the two categories above, density map-based ap-
proaches [3, 4] are proposed to estimate the human densities
in images, which can balance the performance and annotation
cost. Generating a density map only requires point anno-
tations at the center of each head, whose cost is much less
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Fig. 1. Noisy annotations in commonly-used datasets. Red
points, green points, and yellow arrows denote labeled anno-
tations, missing annotations, and location shifts, respectively.

than the detection-based methods. In addition, density maps
can provide more fine-grained pixel-level supervision com-
pared to the count-based methods, which has significantly
improved the performance. However, density map-based
methods require accurate point annotations to provide re-
liable pixel-level supervision, which is usually unrealistic
because of the potential noises in the labeling process. Fig. 1
shows that missing annotations and location shifts commonly
exist among widely-used crowd counting datasets, especially
in dense scenes and low-resolution conditions. Therefore,
directly using the pixel-level loss function for optimization
may compromise the prediction performance. Furthermore,
the counting model may memorize the noisy annotations [7].

To address this problem, Ma et al. [8] designed a Bayesian
loss function for instance-level supervision. Cheng et al. [9]
proposed a Maximum Excess over Pixels (MEP) loss func-
tion, where the region with the maximum loss value is used
for optimization. Wan et al. [10] modeled the annotation
noise using a random variable with Gaussian distribution.
Some other methods adopt uncertainty estimation to model
the noisy annotations [11, 12]. Recently, Lin et al. [13]
proposed instance attention loss to exclude the instance in
back-propagation if its deviation is too large. However, all
of these methods above ignore one critical problem: how to
explore useful supervision in noisy areas?
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Fig. 2. Architecture of CHS-Net consisting of one shared encoder and two regression heads—one convolution head and one
transformer head. At the end of each head, a regression block of the same architecture is attached to produce density map. Red
box indicates the area of missing annotations, in which refined supervision is more reliable than ground truth supervision.

Our answer is: the predicted density map itself can pro-
vide useful supervision in noisy areas. In this paper, we pro-
pose to use two regression heads with totally different archi-
tecture, i.e. one convolution head and one transformer head,
to mutually supervise each other in noisy areas. The resultant
model, CHS-Net, can synergize different types of inductive
biases of convolutions and transformers to boost each other’s
performance for better counting. However, the quality of the
predicted density map is unsatisfactory in the early stage of
training and cannot be directly used for supervision. To make
the training reliable, we develop a progressive cross-head su-
pervision learning strategy, that is, the true supervision den-
sity maps should be the weighted combinations of the ground
truth and predictions from another head, where the weights
are linearly increased as the training process goes on.

The main contributions of this work are summarized as
follows: 1) we propose a novel model CHS-Net with one
convolution head and one transformer head to supervise each
other in noisy areas; 2) we design a progressive cross-head su-
pervision learning strategy to make the training process more
stable; and 3) our CHS-Net achieves superior performance on
several benchmarked datasets.

2. METHODOLOGY

2.1. Network Architecture

Convolutions have strong local modeling ability while trans-
formers [14] can effectively capture global context dependen-
cies. We tackle the noisy annotations present in the data and
serve the predictions from two heads as each other’s supervi-
sion in noisy areas. Thus, the negative impact of noisy anno-
tations on training is effectively reduced. The inductive biases
of the two heads are fully utilized to complement each other.

Fig. 2 presents the proposed CHS-Net consisting of the
following components : 1) a shared encoder E that extracts

the featuresE(X) ∈ RC×H×W from the input imageX; and
2) two regression heads including a convolution head Hconv

and a transformer head Htran to predict the density maps
Hconv (E(X)) ∈ RH×W and Htran (E(X)) ∈ RH×W ,
where C, H and W are the channels, height, and width of
the features maps, respectively. At the end of each head,
we adopt an upsampling layer, three convolution blocks, and
ReLU activation function to aggregate features and output the
density map. The encoder E adopts VGG16 [15] without the
last maxpooling layer and fully-connected layers pre-trained
on ImageNet [16] for initialization.

On the one hand, the convolution head Hconv consists
of a series of convolution blocks. Each block is stacked by
dilated convolution, batch normalization, and ReLU activa-
tion layers, which models the local contextual information.
On the other hand, the transformer head Htran contains sev-
eral transformer layers, whose inputs are the flattened fea-
tures of E(X) along H and W , to capture global contextual
dependencies of current features. For the sake of simplifica-
tion, we omit the intermediate results and use Fconv(X) and
Ftran(X) to denote the predictions of two heads.

2.2. Cross-head Supervision

Since the two regression heads generate unreliable density
maps at the early stage, we propose a progressive cross-head
supervision learning strategy to stabilize the training process.
The refined supervision of each head is a weighted com-
bination of another prediction and the ground truth density
map. The weights of the complementary head are gradu-
ally increased as the training proceeds. Formally, the refined
supervision of convolution head D̂conv is defined as follows:

D̂conv = αFtran(X) + (1− α)Dgt, (1)

where α is the combination coefficient to control the impor-
tance of two terms and Dgt is the ground truth density map



which is usually mislabeled in some area.
Considering that noisy annotations only account for a

small part of all annotations, in our method, only a specific
mislabeled area uses the refined supervision, while the other
areas should use the original ground truth. Typically, the
mislabeled examples usually have a large loss [17, 18], as the
model would predict the correct labels if it is trained well.
Therefore, to select those mislabeled areas, in practice, we
first sort the deviation ε = |Fconv(X) − Dgt| ∈ RW×H

in descending order and obtain the top δ ∈ [0, 1] value as
the mask threshold, denoted as tδ . In a sense, ε describes
the discrepancy between ground truth and model prediction.
Then the selection mask of the convolution head is given by:

M conv = I(ε ≥ tδ) ∈ {0, 1}W×H , (2)

where I(·) is an indicator function.
Once we have the selection mask, the final supervision for

convolution head can be calculated by:

Dconv =M conv�D̂conv + (1−M conv)�Dgt (3)
= αM conv�Ftran(X) + (1− αM conv)�Dgt, (4)

where � represents the element-wise multiplication. Simi-
larly, the final supervision for transformer head Dtran can be
calculated using the prediction result by the convolution head.
Finally, the overall loss function for optimization is

L = ‖Fconv(X)−Dconv‖22 + ‖Ftran(X)−Dtran‖22. (5)

As a result, the supervision of mislabeled areas is refined from
another head.

2.3. Progressive Learning Strategy

The predicted density maps of CHS-Net are unstable in the
early stage of training. Therefore, they cannot be directly
used for cross-head supervision. To make the early training
process stable, we develop a progressive cross-head supervi-
sion learning strategy, that is, the noise ratio δ and the combi-
nation coefficient α are linearly increased to the preset max-
imum value as the training process goes on. Formally, the
noise ratio and the combination coefficient at the i-epoch are
calculated as follows:

δi = δmax ∗ i/T, αi = αmax ∗ i/T, (6)

where δmax and αmax are the predefined maximum noise ra-
tio and maximum combination coefficient, respectively. T
denotes the maximum epoch for training.

3. EXPERIMENTS

3.1. Experiment Setups

Datasets. We evaluate our method on three widely-used
datasets: ShanghaiTech Part A&B [3] and UCF-QNRF [19].

ShanghaiTech Part A&B contains 482 images (300/182
for training/validation) and 716 images (316/400 for train-
ing/validation), respectively. UCF-QNRF includes 1535
high-resolution images (1201/334 for training/validation).
This setting covers from sparse scenes to dense scenes and
from small dataset to large dataset.
Evaluation metrics. As CHS-Net has two predicted den-
sity maps, we use their averaged density map as the final re-
sult for evaluation. Mean Absolute Error (MAE) and Mean
Squared Error (MSE) are adopted for evaluation.

Table 1. Comparisons with the state-of-the-arts methods on
SHA, SHB, and QNRF.

Methods SHA SHB QNRF
MAE / MSE MAE / MSE MAE / MSE

CSRNet [4] 68.2 / 115.0 10.6 / 16.0 - / -
SANet [20] 67.0 / 104.5 8.4 / 13.6 - / -

TEDnet [21] 64.2 / 109.1 8.2 / 12.8 113.0 / 188.0
BL [8] 62.8 / 101.8 7.7 / 12.7 88.7 / 154.8

DM-Count [22] 59.7 / 95.7 7.4 / 11.8 85.6 / 148.3
MCC [23] 71.4 / 110.4 9.6 / 15.0 - / -

NoisyCC [10] 61.9 / 99.6 7.4 / 11.3 85.8 / 150.6
GL [24] 61.3 / 95.4 7.3 / 11.7 84.3 / 147.5

LibraNet [25] 55.9 / 97.1 7.3 / 11.3 88.1 / 143.7
GauNet(CSRNet) [26] 61.2 / 97.8 7.6 / 12.7 84.2 / 152.4

CHS-Net (ours) 59.2 / 97.8 7.1 / 12.1 83.4 / 144.9

Implementation details. We adopt the same data prepro-
cessing in [8]. Ground truth density maps are generated using
a fixed Gaussian kernel of size 15. Random scaling, crop-
ping, and horizontal flipping are employed as data augmenta-
tion with an image size of 512 × 512. Adam optimizer [27]
was used with an initial learning rate of 4.0×10−5 and weight
decay of 1.0 × 10−5. We use the cosine learning rate sched-
uler with a maximum epoch of 1,000. For hyperparameters of
cross-head supervision, δmax is set to 0.1 for SHA and 0.05
for others. αmax is set to 0.5 for QNRF and 1.0 for others.

3.2. Comparison with State-of-the-art Methods

We compare our method with several recent state-of-the-art
methods in Table 1. CHS-Net consistently achieves the su-
perior counting performance on all benchmark datasets. For
SHA and SHB, our method achieves 59.2 and 7.1 in terms
of MAE. For QNRF, CHS-Net improves MAE value of the
second best GauNet [26] from 84.2 to 83.4.

The predicted density maps of CHS-Net are visualized in
Fig. 3. As can be seen, CHS-Net can predict reliable density
maps with high counting accuracy in a wide range of scenes
and density levels.

3.3. Ablation Studies

In this section, we perform ablation studies on SHA dataset
to evaluate the effectiveness of the proposed CHS-Net.
Ablation study on the models. We first evaluate the model
with two heads and cross-head supervision. We have the



433.4

GT

CHS-Net

IMG_126 IMG_20

BL

IMG_94 IMG_38 IMG_2
722.668.4

65.9 454.2

467.6

482.4 725.8

1175.0

1219.1

440.069.0 460.0 1111.0717.0

Fig. 3. Visualization on SHA. The first row are the input images. The second and third rows are the predicted density maps by
BL [8] and CHS-Net, respectively. Red boxes highlight the differences between them.

Table 2. Ablation study. ‘Average’ represents using the aver-
age density map of two heads for evaluation.

Model Cross-head Supervision Evaluation Head MAE MSE
Conv. 7 Conv. 63.8 110.4
Tran. 7 Tran. 62.5 104.1

CHS-Net 7 Conv. 61.8 107.0
CHS-Net 7 Tran. 60.7 103.7
CHS-Net 7 Average 60.7 104.8
CHS-Net 3 Conv. 59.8 100.4
CHS-Net 3 Tran. 60.0 96.7
CHS-Net 3 Average 59.2 97.8

following observations from Table 2: 1) The MAE of trans-
former head is lower than convolution one by 1.3, which
demonstrates the superior global modeling ability of the
transformer. 2) Although without cross-head supervision,
CHS-Net has achieved significant improvements. 3) With the
progressive cross-head supervision learning strategy, the best
performance is achieved with MAE of 59.2. 4) We evaluate
the performance of every single head in CHS-Net. The av-
erage of two heads outperforms any single head in terms of
MAE, which further illustrate the advantage of CHS-Net.
Ablation study of two heads on easy/hard samples. Our
method is not only an ensemble model with different heads
but also contains a self-supervision mechanism implicitly, in
which the two heads provide pseudo-labels for each other in
the mislabeled area. Based on this idea, we would highlight
that the convolution head and transformer head have differ-
ent learning capabilities. Here, we simply split the hard/easy
samples according to the number of humans in an image, i.e.
the 50% samples with the most humans are hard ones, and we
showcase their performance to validate our idea in Table 3. It
is found that the convolution head is better at learning easy
samples and the transformer head plays the opposite role, re-
spectively. Therefore, the different learning capabilities of

these two heads are of great benefit for providing supervision
in the mislabeled area for each other.

Table 3. Ablation study of two heads on easy/hard samples.
MAE / MSE Easy samples Hard samples
Conv-head 55.7 / 70.5 216.5 / 299.6
Tran-head 65.2 / 83.4 159.1 / 204.3

Effect of maximum noise ratio. The maximum noise ratio
δmax is an important hyperparameter for CHS-Net. In fact,
the maximum noise ratio is a kind of prior knowledge of a
specific dataset. We set several values of maximum noise ratio
to investigate its effect on model performance. In Table 4, the
best performance is obtained when δmax = 0.1, which means
there are nearly 10% noisy annotations in SHA.

Table 4. Effect of maximum noise ratio δmax.
δmax 0 0.01 0.05 0.10 0.15 0.30
MAE 60.7 60.8 61.1 59.2 60.5 61.0
MSE 104.8 105.7 99.8 97.8 102.4 105.4

4. CONCLUSION

Noisy annotations are common in crowd counting datasets.
To alleviate the negative impact of noisy annotations, we pro-
pose CHS-Net, a network with a convolution head and a trans-
former head to mutually supervise each other in noisy ar-
eas. In addition, we develop a progressive cross-head super-
vision learning strategy to stabilize training process and pro-
vide more reliable supervision. Experimental results show the
superior performance of our proposed approach. For future
work, we will explore more noise robust loss functions to fur-
ther utilize the ability of CHS-Net. Besides, we may consider
to enhance the model sustainable learning ability like [6] so
that the noise ratio of training samples from different domains
can be adaptively adjusted.
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