
IMPROVING FAST-SLOW ENCODER BASED TRANSDUCER
WITH STREAMING DELIBERATION

Ke Li, Jay Mahadeokar, Jinxi Guo, Yangyang Shi, Gil Keren, Ozlem Kalinli, Michael L. Seltzer, Duc Le

Meta AI, USA

ABSTRACT

This paper introduces a fast-slow encoder based transducer with
streaming deliberation for end-to-end automatic speech recognition.
We aim to improve the recognition accuracy of the fast-slow en-
coder based transducer while keeping its latency low by integrating
a streaming deliberation model. Specifically, the deliberation model
leverages partial hypotheses from the streaming fast encoder and im-
plicitly learns to correct recognition errors. We modify the parallel
beam search algorithm for fast-slow encoder based transducer to be
efficient and compatible with the deliberation model. In addition, the
deliberation model is designed to process streaming data. To further
improve the deliberation performance, a simple text augmentation
approach is explored. We also compare LSTM and Conformer mod-
els for encoding partial hypotheses. Experiments on Librispeech
and in-house data show relative WER reductions (WERRs) from
3% to 5% with a slight increase in model size and negligible ex-
tra token emission latency compared with fast-slow encoder based
transducer. Compared with vanilla neural transducers, the proposed
deliberation model together with fast-slow encoder based transducer
obtains relative 10-11% WERRs on Librispeech and around relative
6% WERR on in-house data with smaller emission delays.

Index Terms— Fast-slow encoder-based transducer, Delibera-
tion model, Parallel beam search, RNN-T, Conformer

1. INTRODUCTION

Low latency is a general requirement for voice assistants for good
user experience. To this end, the streaming capability of an auto-
matic speech recognition (ASR) system is a critical consideration.
The recurrent neural network transducer (RNN-T) [1–4], which in-
trinsically supports streaming transcription, is a commonly adopted
model for end-to-end (E2E) ASR [1–9].

Streaming RNN-Ts limit the lookahead context access of the
input audio for latency control. Various two-pass approaches have
been introduced to address the accuracy loss due to limited con-
text [10–12]. For example, an attention-based encoder-decoder
model was used to rescore N-best hypotheses generated by an RNN-
T in the 1st-pass [10]. The deliberation model [11] subsequently
extended the previous work by adding a spelling correction compo-
nent [13]. Another way to improve the performance of streaming
RNN-Ts is to introduce a non-causal encoder with larger context.
Narayanan et al. [14] proposed a cascaded encoder-based RNN-T
with a causal/streaming encoder and a non-causal/non-streaming
encoder. Li et al. [15] applied two-pass beam search with cascaded
encoders, where the 1st-pass uses a streaming encoder and the
2nd-pass uses a non-streaming encoder with left and right context.

The non-streaming encoder in the cascaded architecture, how-
ever, introduces non-negligible latency. For latency-constrained use
case, Mahadeokar et al. [16] proposed a streaming fast-slow encoder

based transducer design with both encoders having limited future
lookahead. This streaming design achieves substantial accuracy im-
provement by the slow encoder, which takes multiple segments’ out-
put of the fast encoder as the input. Mahadeokar et al. [16] also
proposed a novel streaming parallel beam search for the fast-slow
encoders where the search space for fast and slow encoders is shared.

However, the accuracy of the fast-slow encoder based trans-
ducer [16] is still compromised since the lookahead context of the
streaming slow encoder is limited. In order to improve its accuracy
while keeping the low latency, we integrate a streaming deliberation
model into fast-slow encoder based transducer that leverages partial
hypotheses decoded from the fast encoder. Specifically, the partial
hypotheses are passed through a text encoder. The resulting text em-
beddings are combined with the acoustic embeddings from the slow
encoder by a merge module. The combined embeddings are then fed
to the joiner. To allow the deliberation model to process streaming
data, we limit the maximum length of partial hypotheses for the text
encoder. During training, random masks are applied to partial hy-
potheses as a simple augmentation approach. Unlike [17] where an
extra joiner is used, we use a shared joiner initialized by the joiner
in a fast-slow encoder based transducer. This simplifies the model
design and makes training converge faster. We integrate the delib-
eration model into the parallel beam search algorithm. During in-
ference, partial hypotheses are only generated by beam search from
the fast encoder that is immediately before the call of the slow en-
coder beam search. Furthermore, we compare different text encoder
architectures in terms of accuracy and emission delay, and discuss
limitations of the deliberation approach.

2. METHODS

2.1. Fast-Slow Encoder Based Transducer

We first introduce the baseline model, the streaming fast-slow en-
coder based transducer [16]. Compared to RNN-Ts with a sin-
gle encoder, fast-slow encoder based transducer improves recogni-
tion accuracy by leveraging more acoustic information through the
slow encoder, which effectively has K times acoustic context of the
fast encoder. Different from the causal and non-causal cascaded en-
coders approach [14], both fast and slow encoders in [16] are stream-
ing and has limited lookahead context for latency control. A novel
parallel beam search algorithm was developed for fast-slow encoder
based transducer, where the slow encoder can update hypotheses de-
coded from the fast encoder and the search space for the two en-
coders is shared. In summary, the fast-slow encoder based transducer
achieves much better recognition accuracy without much increase in
token emission delay compared to a baseline streaming RNN-T with
similar architecture. In this work, we build the proposed streaming
deliberation model on top of the fast-slow encoder based transducer,
where the fast encoder is used to generate partial hypotheses for the
streaming deliberation model.
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Fig. 1. Fast-slow encoder based transducer with the streaming delib-
eration model.

2.2. Streaming Deliberation Model for Fast-Slow Encoder
Based Transducer

In this section, we introduce the fast-slow encoder based trans-
ducer with streaming deliberation including model details, training
approach, and a simple text augmentation approach.

2.2.1. Model

The deliberation model improves the recognition accuracy of fast-
slow encoder based transducer by leveraging partial decoded hy-
potheses from the fast encoder. The model is illustrated in Fig. 1.
The fast-slow encoder based transducer is shown at the bottom of
Fig. 1. To support streaming processing, input acoustic frames are
segmented into chunks and each chunk contains a certain number of
audio frames. Each processed audio chunk xi is concatenated with
a small lookahead context and then fed into the fast encoder. The
slow encoder is cascaded with the fast encoder and takes around K
outputs of the fast encoder as the input, e.g., K can be two or more,
as shown in Fig. 1. Both the fast and slow encoders take a lookahead
context size 1, which is effectively 40ms.

We perform decoding on training data with the fast encoder to
generate 1-best or N-best partial hypotheses. Let us denote 1-best
hypothesis as yp. It is then encoded by a text encoder, which con-
sists of a lookup embedding matrix and a neural network-based text
encoder. The text embeddings etext from the text encoder are com-
bined with the acoustic embedding eslow from the slow encoder by
the ‘Merge Model’ in Fig. 1. The ‘Merge Model’ consists of multi-

ple blocks, where each block has a multi-head attention module and
a feedforward (FF) network. The acoustic embedding eslow is the
query, and the text embeddings etext are key and value in the atten-
tion module. The residual connection adds a summarized text em-
bedding with each acoustic embedding. The combined embedding
from the ‘Merge Model’ denoted as ecomb is then fed to the joiner
along with the output of the predictor, which is omitted in Fig. 1
for simplicity. The predictor and joiner of the deliberation model
share their weights with the predictor and joiner that connects to the
fast encoder, respectively. To further reduce the model size, we also
share the token embedding matrices between the text encoder and
the predictor.

We compare the use of LSTM and Conformer architectures for
the text encoder. To support streaming processing, the LSTM net-
work has to be unidirectional. For Conformer [18], we set a limit
on the maximum number of tokens a partial hypothesis can contain;
we found that this truncation with maximum length 20 has negli-
gible impact on the word error rate (WER). Our implementation of
the streaming deliberation model is different from [17] considering
the slow encoder beam search updates the output of the fast encoder
so partial decoded hypotheses from the fast encoder vary over time.
The partial hypotheses are passed through the text encoder every
time before the beam search call over the slow encoder. Since the
number of beam search calls over the slow encoder are much fewer
than the number of beam search calls over the fast encoder, the extra
computation cost of the deliberation model is not much.

2.2.2. Joint Training

The training objective of the proposed fast-slow encoders with a
streaming deliberation module is

L = Lslow + λLfast (1)

where 0 < λ < 1. Both Lfast and Lslow use alignment restricted
RNN-T loss [4]. As shown in Fig. 1, Lfast is computed from the fast
encoder and Lslow is computed from the slow encoder with deliber-
ation module. Different from previous work [14] where the causal
encoder and the non-causal encoder randomly use different train-
ing samples within a minibatch, both fast and slow encoders in our
model use all the training data.

The training procedure has two steps:

• Train the fast-slow encoder based transducer as in [4].

• Jointly train the fast-slow encoder based transducer initialized
from the first step with the deliberation model.

In the second training step, the fast-slow encoder based transducer
is jointly optimized with the deliberation model. We experimented
with freezing all or part of fast-slow encoder based transducer model
parameters but neither outperformed joint training.

Inspired by [19], we experiment with a simple text augmenta-
tion method to increase the diversity of the partial hypotheses for
deliberation. We randomly mask out word piece tokens in partial
hypotheses with a small probability during training. The mask token
we use is the blank token, so there is no need to change the vocab-
ulary. This is different from alignment augmentation [20] where the
blank token is already included in decoded hypotheses thus a new
symbol that represents the mask token is required. Similar to [19],
this random masking trick is applied only in training as an augmen-
tation approach, thus no change is required in inference.



2.3. Parallel Beam Search with Deliberation Model

We modify the original parallel beam search algorithm for the fast-
slow encoder based transducer [16] to support the streaming delib-
eration model. The modified algorithm is described below (modifi-
cations are in purple).

Algorithm 1 Parallel beam search for fast-slow encoders with
streaming deliberation.

T f = fastSegmentSize()
T s = slowSegmentSize()
N f = fastBeamSize()
N s = slowBeamSize()
Bf ← ∅;Bs ← ∅
(H f , Hs)← initModelState()
Γ← initSearchSpace()
Is ← ∅
for t = T f to T by T f do

(I f , Rf) = getFeatures(t, t− T f)
(ef , H

f) = encodeFast(I f , (I f , Rf , H f))
Bf ← beamSearch(ef , B

f , N f ,Γ, H f)
if t mod T s = T s − 1 then

yp = getBestHypo(Bf)
end if
Is ← concat(Is, ef)
if t mod T s = 0 or t = T then

(es, Hs) = encodeSlow(Is, (Is, Rs, Hs))
ecomb = encodeDeliberation(es,yp)
Bs ← beamSearch(ecomb, Bs, N s,Γ, Hs)
Is ← ∅
Bf ← Bs

end if
end for
return y with highest logPr(y)/|y| in Bs

Note that ‘f’ denotes ‘fast’ and ‘s’ denotes ‘slow’ in the above
algorithm. Let us assume Γ represents the shared decoding space for
fast and slow encoders. T f and T s denote chunk or segment size of
fast and slow encoders and T denotes acoustic sequence length. Nf

and Ns denote beam sizes for decoding from the fast encoder and
the slow encoder respectively. Bf and Bs represent the N-best hy-
potheses generated using fast-slow encoders, respectively. Hf and
Hs denote decoding states for fast and slow encoders. The 1-best
partial hypothesis from the fast encoder is denoted as yp.

The key process of the algorithm contains interval calls of beam
search over fast and slow encoders. After initialization, we iterate
over acoustic frames from time step 0 to T in the interval of T f

and run beam search with the fast encoder. The output acoustic em-
bedding ef from the fast encoder is accumulated until we need to
perform beam search with the slow encoder. The accumulated em-
bedding represented by Is is used as input for the slow encoder.
After the beam search call of the slow encoder, we update Bf with
Bs and run the next fast encoder beam search on the next chunk of
acoustic frames until the end.

The highlighted part in purple shows how deliberation is inte-
grated into the algorithm. When we process the chunk of acoustic
frames just before the next beam search call over the slow encoder,
we trace the 1-best partial hypothesis yp from the current beam
search over the fast encoder. The encodeDeliberation opera-
tion then encodes yp and combines it with acoustic embedding es

from the slow encoder by the merge model. The resulting embed-
ding ecomb is then used for beam search to generate Bf . Note

that encodeDeliberation call happens infrequently, only after
encodeSlow is called. This saves computation from the delibera-
tion model.

3. EXPERIMENTAL SETUP

3.1. Datasets

3.1.1. Librispeech

The Librispeech [21] corpus contains 960 hours of labeled speech.
80-dimensional filter bank features are extracted from a 25 ms win-
dow with a stride of 10 ms. We apply SpecAugment [22] with mask
parameter F = 27, ten time masks with maximum time-mask ratio
ps = 0.05, and speed perturbation.

3.1.2. Large-Scale In-House Data

Our in-house training set combines two sources. The first consists of
20K hours of English video data publicly shared by Facebook users;
all videos are completely de-identified before transcription. The
second contains 20K hours of manually transcribed de-identified
English data with no user-identifiable information in the voice assis-
tant domain. All utterances are morphed when researchers manually
access them to further de-identify the speaker. Note that the data
is not morphed during training. We further augment the data with
speed perturbation, simulated room impulse response, and back-
ground noise, resulting in 83M utterances (145K hours).

We evaluate our models on two in-house test sets:
VA1 – 10.2K hand-transcribed de-identified short-form utter-

ances (less than five words on average) in the voice assistant do-
main, collected from internal volunteers. The participants consist of
households that have agreed to have their voice activity reviewed and
analyzed.

VA2 – 44.2K hand-transcribed de-identified short-form utter-
ances in the voice assistant domain, collected by a third-party data
vendor.

3.2. Models

Our baseline RNN-T models use 20 layers of Emformer [23] as the
encoder. The joiner is a 1-layer feed-forward network, and the pre-
dictor is a 3-layer LSTM. The word piece vocabulary size is 5001
for Librispeech and 4096 for in-house data. The total number of
parameters of the baseline RNN-T model is approximately 79M on
Librispeech and 78M on in-house data. Baseline fast-slow encoder
based transducer consists of 15 fast encoder layers and 5 slow en-
coder layers. Each encoder layer uses the Emformer architecture.
We choose λ = 0.5 for the fast encoder loss (Equation 1). We ex-
periment with both LSTM and Conformer for text encoders. For
Conformers, we limit the total token size of each partial hypothesis
up to 20. The Merge Model consists of 1-layer multi-head attention
with one head and a feed-forward network.

We evaluate recognition accuracy using WER and measure to-
ken emission latency by tracking average, P95 and P99 emission
delays. Emission delay is defined as the time from when the token is
spoken to when the transcript of the token is emitted [4].

Parameter setups to train baseline RNN-T and fast-slow encoder
based transducer follow [16]. For training the streaming deliberation
models, we use a 100 times smaller learning rate and half the num-
ber of total epochs compared to the baseline models. To improve
training efficiency, we set the beam size to 1 when decoding train-
ing data. Compared to larger beam sizes, e.g, 5 or 10, beam size 1



significantly accelerates training without degrading model accuracy.
During inference, we use beam size 10 for all models.

4. EXPERIMENTAL RESULTS

4.1. WERs and Latency on Librispeech

We compare the WER and emission delay (ED) of the proposed
model and baseline RNN-T and fast-slow encoder based transducer
on Librispeech. The total extra parameters from the deliberation
module with a 3-layer Conformer text encoder is around 16M. We
use context size 160ms for the fast encoder and 800ms for the slow
encoder. As shown in Table 1, the deliberation model with random
mask probability 0.1 achieves 5% and 3% WERR on test-clean and
test-other, respectively, compared to fast-slow encoder based trans-
ducer. It slightly increases average emission delay while having no
effect on P95 and P99 compared to fast-slow encoders. The rel-
ative WER reductions are 10-11% compared to RNN-Ts. As for
random masking, small yet consistent gains are achieved by using
small probabilities such as 0.05 and 0.1. Using a masking probabil-
ity greater than 0.2 does not show improvement.

Table 1. WERs (%) and ED (ms) from baseline RNN-Ts and pro-
posed fast-slow encoder based transducer on Librispeech.

model context WER ED

test-clean test-other avg P95 P99

RNN-T 160 3.54 8.85 344 480 560
fast-slow

160/800
3.32 8.17 335 480 600

+ deliberation 3.20 7.98 337 480 600
+ mask p = 0.1 3.15 7.90 337 480 600

4.2. Effect of Text Encoder Architecture

Text encoder is a key component in the deliberation model and can
affect both accuracy and latency. We experiment with both LSTM
and Conformer architectures in 1-layer and 3-layer setups. All delib-
eration models are trained with a random masking probability of 0.1.
Table 2 presents the comparison results on Librispeech. For 1-layer
text encoders, LSTM performs slightly better than Conformer. This
is expected since usually deeper Conformer architectures are more
powerful. For the 3-layer setup, Conformer performs slightly better.
There is no significant difference in ED for both architectures.

Table 2. WERs (%) and ED (ms) from LSTM and Conformer text
encoders of the deliberation model on Librispeech.

model context WER ED

test-clean test-other avg P99

RNN-T 160 3.54 8.85 344 560
fast-slow 160/800 3.32 8.17 335 600

+ delib (LSTM 1-L) 160/800 3.17 7.96 337 600
+ delib (Conformer 1-L ) 3.25 8.01 337 600

+ delib (LSTM 3-L) 160/800 3.20 7.93 337 600
+ delib (Conformer 3-L) 3.15 7.90 337 600

4.3. Limitation of Deliberation

The key capacity of deliberation model is its potential correction
ability learned by observing hypotheses with errors in training.
Therefore, one key limitation of this approach is that it may not help
much for short utterances without enough errors. To test this hypoth-
esis, we conduct an analysis on the Librispeech dataset. We split
each test set into two parts, one containing utterances shorter than 3s
and the other with utterances longer than 3s. WERs in Table 3 show
improvements are mainly from longer utterances as hypothesized.
This indicates the deliberation model is more powerful for dictation
application.

Table 3. WERs (%) from test sets with different duration on Lib-
rispeech.

model test-clean test-other

>3s ≤3s >3s ≤3s

fast-slow 3.3 4.3 8.0 10.3
+ deliberation 3.1 4.4 7.7 10.3

4.4. WERs and Latency on in-house Data

This section contains the results of the proposed model on large-
scale in-house data. We use a 3-layer Conformer as the text encoder
with a dropout rate of 0.1. Compared to the fast-slow RNN-T base-
line, the deliberation model obtains around 3% WERR on ‘VA2’
while no improvement on ‘VA1’ where utterances have less than five
words on average. The latter result is consistent with the analysis in
the above section. Similar to Librispeech, on average, there is only
a small extra emission delay introduced by the deliberation model.
P95 emission delays are the same for all models we experiment with.

Table 4. WERs (%) and ED (ms) from baselines RNN-Ts and pro-
posed fast-slow encoder based transducer on in-house data.

model context WER ED

VA1 VA2 Avg P95

RNN-T 160 4.73 12.89 390 560
fast-slow

160/800
4.65 12.43 369 560

+ deliberation 4.70 12.13 373 560
+ mask p = 0.1 4.68 12.08 373 560

5. CONCLUSION AND FUTURE WORK

This paper introduces a streaming deliberation model for fast-slow
encoder based transducer, which improves the recognition accuracy
of fast-slow encoder based transducer by leveraging partial hypothe-
ses from the fast encoder. The proposed deliberation model shows
3-5% WERR on both Librispeech and in-house data compared to
fast-slow encoder based transducer, and 10-11% WERR on Lib-
rispeech and up to 6% WERR on in-house data compared with base-
line RNN-Ts. The proposed deliberation model introduces negligi-
ble extra emission delays. In the future, we will explore alternative
text augmentation approaches for further accuracy improvement.
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