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ABSTRACT

We study the problem of inferring user intent from noninvasive
electroencephalography (EEG) to restore communication for people
with severe speech and physical impairments (SSPI). The focus of
this work is improving the estimation of posterior symbol probabil-
ities in a typing task. At each iteration of the typing procedure, a
subset of symbols is chosen for the next query based on the current
probability estimate. Evidence about the user’s response is col-
lected from event-related potentials (ERP) in order to update symbol
probabilities, until one symbol exceeds a predefined confidence
threshold. We provide a graphical model describing this task, and
derive a recursive Bayesian update rule based on a discriminative
probability over label vectors for each query, which we approximate
using a neural network classifier. We evaluate the proposed method
in a simulated typing task and show that it outperforms previous
approaches based on generative modeling.

Index Terms— Noninvasive EEG, Event-related potentials
(ERP), P300 speller, Discriminative neural networks, Brain-computer
interfaces (BCI)

1. INTRODUCTION

Recent research has explored diverse approaches for estimating
user intent from electroencephalography (EEG). Methods and ap-
plications vary greatly, from using invasive measurements and un-
prompted motor-imagery classification for typing [1], to noninvasive
query-and-response paradigms for wheelchair steering [2], and con-
tinuous frequency-domain measurement for video game control [3],
to name but a few.

Brain-computer interface (BCI) designs make use of many mea-
surement paradigms, including motor imagery, error potentials, and
visual stimulus responses [4]. In particular, many methods rely on
event-related potentials (ERPs) such as the P300 [5]. Ongoing work
has explored modifications to these pre-existing approaches such as
repeated presentation of stimuli [6], the fusion of evidence from mul-
tiple analysis paradigms [7], and the fusion of evidence from multi-
ple sensors modalities [8].

We focus on the domain of noninvasive brain-computer inter-
faces (BCls) using a query-and-response paradigm called rapid se-
rial visual presentation (RSVP) [9, 10, 11]. In this approach, a user
seeks to select a target symbol from a predefined alphabet. The user
is queried with a rapid sequence of candidate symbols from this al-
phabet while collecting continuous EEG data. The central task is
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to perform updates to symbol probabilities based on the user’s mea-
sured response after these query stimuli.

Bayesian approaches have been widely adopted in building
ERP-based communication systems. Prior work focused on EEG
signal modeling includes techniques such as unsupervised learning
algorithms [12], sparse models [13], and adaptive querying strate-
gies [14]. Other work has focused on incorporating language model
priors [15]. These lines of research have also led to the creation of
many open-source BCI frameworks incorporating these modeling
strategies [16, 17, 18]. Many of these Bayesian approaches naturally
make use of generative models for computing likelihoods when up-
dating symbol probabilities [19]. One challenge these methods face
is that EEG datasets are often limited in size, with large variation
between subjects, and significant noise and artifacts. This makes for
an undesirable trade-off; training generative models on noisy, high-
dimensional data is challenging, while reducing the data dimension
in order to make techniques like covariance estimation feasible can
also result in discarding useful information.

We avoid this trade-off by taking an alternative approach to per-
forming Bayesian updates of symbol probabilities. Specifically, we
derive a recursive update rule that only makes use of a discrimina-
tive probability distribution. In this way, we avoid the challenges of
generative modeling, and can easily incorporate deep neural network
models trained directly on the original high-dimensional input data.

To evaluate the proposed model, we construct a simulated typ-
ing system using a large publicly-available RSVP benchmark dataset
containing over 1 million stimulus presentations and corresponding
EEG data [20]. We find that the proposed method outperforms base-
line generative modeling strategies, both in balanced accuracy and in
information transfer rate (ITR) during simulated typing. Our novel
approach opens the door for future exploration using other classifi-
cation techniques [21].

2. PROPOSED METHOD

2.1. Problem Statement

Consider a typing task in which a user seeks to type an unknown
symbol D from a fixed alphabet of size A. We begin with a prior
probability distribution over the alphabet, based on previously typed
symbols 7. At the N*" iteration of the typing procedure, we use
the current estimated probability of each symbol to select a set of K
symbols to query gk, . .. ¢X; these are presented to the user in rapid
succession. We observe the K EEG responses to the queried sym-
bols ek ... eX, and compute a new estimated posterior probability
for each symbol in the alphabet. The focus of our work is to compare
modeling strategies for computing the posterior probability over the
alphabet.



In this work, we make two simplifying assumptions. First, we
assume that the K responses observed during a single query can be
considered independently. This may be reasonable given that delay
between neighboring symbols in a query is sufficiently large and the
timing of event-related potentials in the user’s EEG response is suffi-
ciently well stereotyped to allow clear separation between neighbor-
ing responses. Second, we assume a uniform prior over the alphabet
at the beginning of each attempted symbol, since our focus is only
on the relative effects of different EEG signal modeling strategies.

2.2. Probabilistic Graphical Model

We seek an explicit formula for updating the estimated posterior
probability of symbols in our alphabet. We begin the typing pro-
cedure by observing previously typed symbols 7. During the Nt"
iteration of the query-and-response procedure, after presenting the
k" symbol ¢% and observing the corresponding EEG response ek,
we are interested in the posterior distribution over symbols D; call
this posterior 7% (D). In Fig. 1, we provide a probabilistic graphical
model describing the relationship between these random variables.
For convenience, define (Q as the set of all previously queried
symbols {gi:N_1} U {gn""'}, define ¢ as the currently queried
symbol q%, define E as the corresponding set of EEG evidence
{elK_1} U {eX* 11, and define e as the currently observed EEG
evidence eX;. Based on the graphical model, we can observe the fol-
lowing conditional independence relationships. First, the target sym-
bol is independent of the currently queried symbols given previously
typed text and all previous queries and responses: D Lg% |7, Q, E.
Second, the EEG response is independent of the previously typed
text and all previous queries and responses, given the symbol cur-
rently presented and the true target symbol: e L7, Q, E|D, q. We ap-
ply these conditional independence relationships to derive a formula
for updating our estimate of the posterior probability over symbols.

Fig. 1: Probabilistic graphical model for RSVP typing task after NV
rounds of query and response, with /' symbols per query. D - user’s
target symbol. 7 - previously typed text. ¢¥; and e%; - symbols and
EEG responses during N** query.

2.3. Recursive Bayesian Update Rule

Here, we derive recursive update rules for both symbols that were
presented and symbols not presented to the user, given the current
query symbol g and its respective response e. Suppose that the cur-
rent query symbol ¢ is «; we can expand the posterior distribution

for this symbol using Bayes’ rule:
y (D=a) = p(D=alr, Q, E, ¢=a, ¢) (M
ple|D=a, 7,Q, E,q=a)p(D|7, Q, E, g=x)

f— 2
ple|T, Q, E, g=a) @

ple|D=a, T, qg=a)p(D=al|T, Q, E, g=er)  (3)
:p(e\D:a,q:a)p(D:a\T,Q,E). (4)

The normalizing constant in Bayes’ rule p(e|, @, E, g=«) does not
depend on the target symbol D; thus we can ignore this term and nor-
malize our distribution across the alphabet later. We apply the con-
ditional indepedences previously observed to cancel terms in Eq. 3.
Note that p(D=«|T, Q, E) is exactly the posterlor probability com-
puted using all previous queries and evidence 7 N Y(D=c).

Now, let ¢={+, —} be a discrete random variable represent-
ing the binary label of the currently queried symbol ¢, and p(e, £)
the joint distribution over responses and labels. We can use the
Chapman-Kolmogorov equation and the product rule to isolate e in
the graph in Fig. (1); that is, p(e| D=c, g=a) =
where we used the conditional independence between e and D and
q given the label £. Note that £ only depends on D and g; ¢ will be
positive when D and ¢ match, and negative otherwise. Thus, we
have

(e|D=a, g=a) 7 ' (D=a) ®)
= | X plepttiDzo.gza)| 7 (D<) @
p(L=+)=1
(e| D Oc) 7
% 5=1(D=a) ®)

Here, we define 7% (D=«) as the unnormalized posterior probability
for the current symbol D=a. Once again, we ignored a constant of
proportionality p(e), which does depend on the target symbol D.

Now, we derive the update rule for symbols not presented to the
user. For this, consider another candidate symbol D=8 # a. A
nearly identical derivation can be followed to obtain an expression
for v% (D=p). The only difference is that, because this is not the
currently presented symbol g=c, the label variable ¢ that we intro-
duce will have p(¢=—) = 1, leading to:

pt==1¢) 51

After applying these two rules to obtain unnormalized posteriors for
all symbols, we can normalize across the alphabet to get our final
posterior estimate for the presented query symbol « and all other
symbols /3. Let D represent the domain of our alphabet:

N (D=B) =

o :(X:M k(D= :M,
N (D=a) dg%)%v() ~(D=p) de%)%kv(d) (11)

We have obtained an expression that, at each iteration, only re-
quires two new quantities for each symbol: p(¢|e) and p(¢). The first
term is a discriminative distribution over binary labels given EEG
evidence, which we can approximate using classifier models such as
neural networks. The second term is a prior distribution over labels.
In this work, we simply approximate this with a uniform distribution
over symbols in the alphabet.

> ¢ p(elO)p(¢|D=c, g=av),



3. EXPERIMENTAL DETAILS

In this section we describe our experimental results, which can be
reproduced using our source codei.

3.1. Dataset and preprocessing

All experiments described here were performed using a large
publicly-available RSVP benchmark dataset containing over 1 mil-
lion stimulus presentations [20].

Data in this benchmark dataset were recorded at 1000 Hz and
made available at a down-sampled rate of 250 Hz. Each record-
ing session contains two recording blocks of contiguous data. We
process each recording block as follows. Two faulty channels are
excluded as instructed by the dataset authors. Data is filtered using a
second-order infinite impulse response notch filter with central fre-
quency 50 Hz (regional AC line frequency) and quality factor of 30,
followed by a second-order Butterworth bandpass filter between 1
and 20 Hz. Data is then downsampled by 2-fold, and finally seg-
mented into partially overlapping trials. Each trial begins at the on-
set of a visual stimulus, and includes 500 ms of subsequent data. We
provide Python code for easily downloading and preprocessing this
dataseti.

We conduct all experiments using data pooled across subjects,
and repeat each experiment using 5 randomized train/test splits of
the dataset.

3.2. Discriminative Models

We train deep neural network classifiers in order to make best use
of the proposed discriminative framework. We present results from
three neural network architectures. The first is based on EEG-
Net [22], a hand-designed 2D convolutional neural network (CNN).
We modify its hyperparameters based on the short time duration of
our pre-processed signal, and add an intermediate layer to produce a
fixed latent dimension regardless of input dimensions. The other two
architectures are simple networks consisting of a repeated sequence
of convolution, batch normalization [23], and non-linear activation,
followed by a single linear layer. In one of these simple CNNs, we
apply only 1D convolutions across the time axis; in the other, we
apply only 2D convolutions across channels and time. See our code
for full architecture details.

These models are coded in Python using PyTorch [24], and
trained for 25 epochs using AdamW [25] optimizer with learning
rate of 0.001, decayed by a factor of 0.97 after each epoch. Since
our dataset has highly imbalanced classes (as is typical for RSVP
tasks), models are trained to minimize weighted cross-entropy, with
class weights set as the inverse of label fractions in the train set.
We evaluate downstream performance only using model parame-
ters from the epoch of best balanced accuracy on a validation set
consisting of a held-out 10% of the train set.

In addition to neural network models, we also evaluate the pro-
posed discriminative framework with a simple baseline classification
pipeline consisting of per-channel z-scoring followed by logistic re-
gression (LogR).

3.3. Generative Models

We compare the proposed approach against a more traditional gen-
erative modeling strategy. In this approach, we seek to perform the

'https://github.com/nik-sm/bci-disc-models/
’https://github.com/nik-sm/thu-rsvp-dataset

Algorithm 1: Estimating ITR via simulated typing. Note
that the likelihood L predicted by the model at each
step can be either p(e|l) or p(£|e)/p(£), as described in
Sec. 2.3.
Input: Trained model f(-), Pos. and Neg. Test Data
XT, X, Iterations T', Symbols per query K,
Attempts per symbol N, Alphabet size A, Decision

threshold 9,
Output: ITR
1 C+0 // correct count
2 fort < 1:Tdo // target symbols
3 0 e(%,...,%) // unif symbol prior
4 forn < 1: N do // chances to update
// sample query symbols
5 {qi}zKZI ~ Tn—1
// sample matching data
6 {z; ~XTifq =telsex; ~ X7},
7 L+ f({xi,qi}) // model likelihoods
8 Calc. 7, from 7, _1 and L // Eq.9-11
// see if target was typed -
9 ind, val < arg max(7, ), max(7m,)
10 if ind=t and val > ¢ then C < C + 1 and break

1 r(;tum ITR(A,C/T)

-

same Bayesian update, but try to directly model the likelihood term
p(e|D, q) from Eq. 4. The challenge is that the distribution of EEG
responses is high-dimensional, varies strongly between individuals,
and suffers from significant measurement noise and artifacts. There-
fore, we follow previous strategies [14, 19, 16] and adopt a multi-
step process to greatly compress the data into one dimension, and
finally use kernel density estimation (KDE) to compute the desired
likelihood terms.

The compression stage of this pipeline consists of channel-wise
z-scoring, concatenation of sensor channels, reduction using princi-
pal components analysis (PCA) to preserve 80% percent variance,
and finally feeding this reduced data into a classifier model to obtain
an estimated log ratio of probabilities for the two classes. Next, we
perform KDE using a Gaussian kernel with bandwidth 1 to obtain a
non-parametric approximation of the data density for each class.

Note that the classifier used to obtain a log ratio of probabili-
ties is a potentially important hyperparameter, and we consider both
logistic regression (LogR) and linear discriminant analysis (LDA).

3.4. Single Trial Performance Metrics

We evaluate the performance of each model in the context of sin-
gle EEG trials, as well as in a simulated typing task. Note that
the RSVP typing task inherently involves working with imbalanced
classes, since the user is only interested in 1 symbol at a time from
a large alphabet. We therefore evaluate the performance on unseen
single EEG trials by computing balanced accuracy, which is defined
as the average of the accuracies for each class.

Computing balanced accuracy for discriminative models is sim-
ple, as the model directly outputs label probabilities p(£|e). However
in order to compute balanced accuracy for the generative models we
compare to, we must convert their output p(e|¢) using Bayes’ rule:

p(lle) = pi(i'fé)g ) (12)
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Table 1: Balanced Accuracy and Information Transfer Rate (ITR)
for Discriminative (Disc) and Generative (Gen) Models. The dis-
criminative strategy yield models with higher balanced accuracy and
information transfer rates. Entries show mean and standard deviation
across 5 random train/test splits. Control models use the discrimina-
tive strategy but always assign high probability to a fixed class. See
Sec. 3.6 for ITR calculation.

Strategy  Model Balanced Acc  ITR

Disc LogR 0.730 £0.001  0.817 £0.047
Disc EEGNet 0.745£0.003  0.930 £ 0.050
Disc 1D CNN 0.782 +0.005 1.103 + 0.047
Disc 2D CNN 0.779 £ 0.004  1.153 + 0.068
Gen LDA (Emp Prior)  0.509 + 0.000

Gen LDA (Unif Prion) ~ 0.687 +0.003 -078+0.077
Gen LogR (Emp Prior)  0.500 % 0.000

Gen LogR (Unif Prior)  0.694 + 0.002 0218 +0.022
Control  Always Class 0 0.500 £ 0.000  0.000 £ 0.000
Control ~ Always Class 1 0.500 £ 0.000  0.000 + 0.000

We can ignore the normalizing constant p(e) as before and normalize
the distribution over the alphabet. However, we must choose a prior
over labels p(¢). We consider two choices of prior; an empirical
prior (“Emp Prior”) based on the label fractions in the training set,
and a uniform 50/50 prior (“Unif Prior”).

3.5. Simulated Typing Procedure

We also evaluate the performance of each model in a simulated typ-
ing task. We begin by pretraining each model on 80% of the dataset,
and then apply the simulated typing procedure described in Alg. 1.
The model makes 7" independent attempts to type a letter. Each at-
tempt consists of up to /N rounds of query, response, and probabilis-
tic update as described in Sec. 2.3. If a letter passes the decision
threshold, it is typed and may be correct or incorrect. If N rounds
pass without typing a letter, it is considered incorrect.

3.6. Performance Metrics

We can characterize the performance of each model by computing its
information transfer rate (ITR) [26]. Given a communication chan-
nel that is used to convey 1 out of A possible symbols at a time, and
given that the fraction of correctly conveyed symbols is P, we have:

ITR(A, P) = log,(A) + Plog, P + (1-P) log, 1147—? - (13)

Here, ITR is measured in bits per attempted symbol. Note that in
Alg. 1, a model is given N chances to query letters and update es-
timated probabilities; it may type nothing, or may type one symbol.
For computing ITR, we do not distinguish between typing an incor-
rect typed symbol and failing to type any symbol. In this work, we
are interested only in the relative effect of methods on ITR, rather
than the absolute performance of a typing system. For this reason,
we do not convert estimated ITR into bits per time, as this depends
on additional factors that we hold fixed between models, such as the
delay between stimuli, and the delay between queries.
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Fig. 2: Information Transfer Rate vs Model Size. Discriminative
(Disc) models outperform generative (Gen) models across a wide
range of sizes. Among Disc models, performance increases with
model size.

4. RESULTS

We find that the proposed discriminative modeling approach outper-
forms the previous generative modeling strategies in terms of bal-
anced accuracy and ITR on our simulated typing task. In Table 1,
we see that the overall best performing models use a neural network
classifier. In the balanced accuracies of generative models, we see
that using an empirical prior results in performance close to random
chance, while using a uniform prior improves the accuracy - this is
due to the highly imbalanced classes in our dataset.

We also find that the proposed discriminative modeling strategy
performs well for both large and small models. In Fig. 2, we show
model ITR as a function of parameter count. Discriminative models
outperform generative models across a wide range of model sizes.
Among the discriminative models, there is also a positive trend of
model performance with increasing model size, indicating that in-
creasing model size may provide additional benefit.

5. CONCLUSION

In this work we focus on accurate posterior estimation of user intent
from EEG during an RSVP typing task. We build upon a variety
of recent work performing Bayesian updates to symbol probabilities
that largely use generative models for computing updates. We for-
mulate the RSVP typing task using a probabilistic graphical model
and derive a novel approach for recursive Bayesian updates in this
context that relies only on computing discriminative probabilities.
This allows us to make use of deep neural network classifiers for
estimating these probabilities. We find that these neural network
classifier models achieve much higher balanced accuracy than com-
parable generative modeling approaches, for several choices of prior.
We construct a simulated typing task to mimic the real RSVP setting,
so that we can estimate I'TR for various models. We find that our pro-
posed method outperforms previous generative modeling strategies,
achieving much higher ITR.

Our results demonstrate that the proposed method has the po-
tential to improve communication speeds in BClIs in the query-and-
response paradigm. The same approach used here may benefit from
more powerful classification models, and may be applicable in the
setting of single-subject training by taking advantage of few-shot
and transfer learning algorithms for classifier training.
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