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ABSTRACT
We present a novel pipeline for learning the conditional distri-
bution of a building roof mesh given pixels from an aerial im-
age, under the assumption that roof geometry follows a set of
regular patterns. Unlike alternative methods that require mul-
tiple images of the same object, our approach enables estimat-
ing 3D roof meshes using only a single image for predictions.
The approach employs the PolyGen, a deep generative trans-
former architecture for 3D meshes. We apply this model in a
new domain and investigate the sensitivity of the image reso-
lution. We propose a novel metric to evaluate the performance
of the inferred meshes, and our results show that the model is
robust even at lower resolutions, while qualitatively produc-
ing realistic representations for out-of-distribution samples.

Index Terms— 3D Reconstruction, aerial imagery, gen-
erative models, remote sensing, buildings

1. INTRODUCTION

Remote assessment or planning is necessary in various con-
texts, such as photovoltaic planning processes that require de-
termining the optimal placement of solar panels on a roof sur-
face. The combination of slope, azimuth and available area,
are important inputs for solar panel project pricing, as well
as solar potential production estimates [1, 2]. Attaining these
measures remotely, however, is not trivial. The motivation for
this work is then to use a remote sensing medium in a setting
that resembles an actual production environment, in particular
we want to learn a conditional mapping from an aerial image
to a 3D mesh representation of the roof, with just one im-
age per building example. Prior studies have relied on using
parameterized primitive shapes [3, 4], multi-view reconstruc-
tion or performing reconstruction with the addition of a direct
depth modality, such as LiDAR.

Our approach offers a unique solution to the problem by
using a single aerial image to learn the mapping, without re-
quiring a direct depth modality or multiple images of the same
object. We hypothesize that this is possible due to the inher-
ent regularity of roof types, as well as the structural symmetry
underlying common roof types, as previously demonstrated in
studies such as [5, 6].
∗ equal contribution

Fig. 1: The model consists of two Encoder-Decoders, one for
the input image and vertex embeddings, and another for the
inferred vertices and face embeddings.

Estimating roof meshes from a single RGB image is at-
tractive because such images are commonly available, un-
like point cloud data. However, this task is typically con-
sidered ill-posed when performed using only a single image
from a top-down perspective. Nevertheless, we propose that
the inherent symmetries between the linear surfaces of build-
ing roofs enable us to learn a likely generative mapping. In
high-resolution aerial imagery, roof surfaces are clearly vis-
ible, providing an opportunity to learn the conditional prob-
ability of a roof mesh for a given image. Our contributions
can be summarized as follows: (1) We demonstrate the abil-
ity to learn a generative mapping from single-view images to
a 3D roof mesh. (2) We present experimental results of our
method under different image input conditions. (3) We intro-
duce a novel measure of angular dissimilarity between trian-
gular meshes and (4) demonstrate qualitative results from our
model in an out of distribution setting.

2. RELATED WORK

Photogrammetry Photogrammetry commonly involves us-
ing imagery to create a depth modality from image input. For
3D building reconstruction, several studies propose using Li-
DAR, aerial images, or a combination of both, as seen in
[7, 8]. Hu et al. [9] present an approach that uses a multi-label
energy minimization solution and a roof connection graph to
semantically decompose and reconstruct LiDAR point clouds
into complex roof structures.

Our approach is unique in that we learn a generative
mapping from a single image during training, enabling us to
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learn structures that are not directly visible from the input
image, unlike other approaches that require multiple images
or modalities.

RNN & CNNs Prior research has proposed several mod-
els for generating 3D objects from RGB images, mostly
based on CNNs and RNNs, as seen in [10]. For instance,
the 3D-R2N2 model [11] reconstructs 3D objects based on
one or more images from randomly chosen viewpoints, using
a 3D-ConvLSTM architecture that models voxels. Another
model, Pix2Vox [12], employs an encoder-decoder architec-
ture with 2D convolutional image encoders, 3D convolutional
decoders, and a refiner auto-encoder to generate the final 3D
volume. These models employ varying views of the object
during training and optimize for voxel representations that are
scale-dependent. In contrast, our approach predicts meshes
that are directly applicable in downstream tasks.

Pixel2Mesh++ [13] generates 3D shapes of triangular
meshes from a single RGB image by performing progressive
deformations on an ellipsoid, utilizing features extracted from
the image by a 2D CNN. This approach has been extended
to produce a mesh from multiple images. Although it allows
inference from a single image, it is trained by using multiple
viewpoints of the same object class, which is not necessary in
our approach.

Transformers Transformers have demonstrated remarkable
performance improvements in speech and translation tasks,
surpassing the performance of RNNs, as seen in [14, 15].
Several studies have applied Transformers to 3D reconstruc-
tion, including 3D-RETR [16] and VolT [17], which both uti-
lize multi-view inputs and generate 3D voxel outputs. No-
tably, 3D-RETR can reconstruct 3D objects from a single
view. However, similar to other methods we compare against,
these approaches rely on training with multiple views of the
same object class, while our approach only requires a single
view without class labels.

Other methods Neural radiance fields are a popular method
for 3D reconstruction that often rely on multiple images. Re-
cent studies, however, demonstrate the ability to learn novel
viewpoints without the need for multiple images by using
self-supervised learning techniques with pseudolabels and
geometric regularizations [18]. Another study [19] demon-
strates view synthesis from a single image input at inference
time, but relies on videos with a moving camera during train-
ing. In contrast, our approach differs in several ways. First,
we impose fewer constraints. Second, we do not assume
access to unseen views nor multiple images of the same ob-
ject. Third, we do not focus on texture or depth, but instead
consider the problem as a sequence-to-sequence task, treating
vertices and faces as next-token predictions in 3D space.

3. METHOD

The goal is to reconstruct a meshM = (V,F) for a given im-
age I. This task can be formulated as learning the conitional
distribution p(M|I) using the decomposition

p(M|I) = p(V,F|I) (1)
= p(F|V, I)p(V|I) (2)

where p(V|I) is the distribution of the vertices V given the
image, and p(F|V, I) is the distribution of the set of faces F
conditioned on the vertices and the image.

The PolyGen [20] architecture models these quantities by
parameterizing the distributions using a deep neural network
consisting of CNNs and Transformer modules. Transform-
ers model a sequence of tokens using multi-head attention
(MHA) to learn the dependencies between the tokens. Since
MHA is permutation invariant, we need to use some form of
encoding prior to feeding our sequence to the model. For this
work, we rely on four types of learned embeddings: a dimen-
sional embedding Edim encoding the x, y, or z dimension in
the sequence, a positional embedding Epos which learns the
order in which tokens appear in the sequence, and a token
embedding (face or vertex value) Etoken. To produce a pars-
ing of the image Eimage, we use a pre-trained ResNet encoder
and add a fixed value to each pixel of the feature represen-
tation from the final convolutional layer. We then perform a
linear transformation to match the dimension of the hidden
state of the vertex transformer decoder.

Vertex Model The objective of the vertex model is to ex-
press a distribution over sequences of vertices. The vertices
are ordered from lowest to highest by focusing on the z-
coordinate, as such we concatenate tuples of (zi, yi, xi)i co-
ordinates to obtain a flattened sequence. The joint distribution
over the vertex sequence V seq is modeled autoregressively as
the product of a series of conditional vertex distributions

p(V seq|I, θv) =
Nv∏
n=1

p(vn|v<n, I, θv), (3)

where θv is the parameters of the model. The distribution
(Eqn. 3) models the tokens as a function of prior predicted
tokens at each time step defined over an 8-bit quantized vertex
space with a stopping token s to know when the sequence
is complete. The encoder produces image embeddings that
consists of a set of ResNet [21] blocks producing a feature
map being embedded with an image coordinate and linearly
projected to the hidden dimensions of the encoder.

Face Model The face model represents a distribution over
a sequence of mesh faces, which is conditioned on the mesh
vertices predicted by the vertex model. Similar to the vertices,
the faces are ordered with the lowest index first, and the faces
(f

(i)
1 , f

(i)
2 , . . . , f

(i)
Ni

)i are concatenated to form a flattened se-
quence.



Algorithm 1 Angular Dissimilarity
1: procedure COMPUTE ANGULAR DISSIMILARITY(A,B)
2: ∠A,∠B ← 0
3: for ∀ai ∈ A do
4: ∠A← ∠A+min [∠(ai,B)]

end for
5: for ∀bj ∈ B do
6: ∠B ← ∠B +min [∠(bj ,A)]

end for
7: ∠AB ← ∠A

2|A| +
∠B
2|B|

8: return ∠AB

As done in the vertex model, the distribution is outputted
over the values of f at each set, and is trained by maximiz-
ing the log-likelihood of θf over the training set. This is a
categorical distribution, and it is defined by the predicted ver-
tices and two special tokens: an end-of-face token n and an
end-of-sequence token s.

p(F seq|V; θf ) =
NF∏
n=1

p(fn|f<n,V, θf ). (4)

The target distribution p(F seq|V; θf ) is defined over the in-
dices of an input set of vertices, which varies depending on
the batch, and therefore a PointerNet architecture [22] is used.

The decoder is a Transformer decoder that works on se-
quences of face token embeddings. It is conditioned on the in-
put vertices via dynamic face embeddings and through cross-
attention into the sequence of vertex embeddings. The em-
beddings used are similar to the vertex model, Edim, Epos and
Etoken.

Angular Dissimilarity Algorithm 1 calculates the angular
dissimilarity between two surfaces, A and B. First, the nor-
mal vectors of each surface are computed, denoted by sets A
and B, respectively. For each surface normal in set A, the
minimum angle between it and set B is computed and added
to the running angle measure, ∠A. This process is repeated
for set B, and the final score is normalized by the number of
faces in each set.

4. EXPERIMENTS

We evaluate our approach through experiments using two
datasets, one containing watertight roof surfaces and another
containing non-watertight surfaces. Since there are no appli-
cable benchmarks to compare our results to, we use appropri-
ate baselines and metrics to measure performance, including
the PoLiS distance [23], intersection over union (IoU), and
the angular dissimilarity metric (Algorithm 1). The PoLiS
distance measures the degree of overlap between the vertices
of the estimated and ground truth surfaces, the IoU-score
measures object localization accuracy in pixel space, and the
angular dissimilarity metric provides a measure of coplanar
cohesion for the estimated surfaces.

(a) PoLiS (b) Angular Dissimiarily

Fig. 2: Average PoLiS and Angular Dissimilarity conditioned
on test-set images for models trained with varying resolutions.
The largest standard deviation of the mean was in the order of
10−8 and 10−2 for PoLiS and Angular Dissimiarily conse-
qutively.

Data The datasets used in this study are sourced from swis-
stopo, the Federal Office of Topography of Switzerland [24],
and comprise pairs of images and 3D meshes. The images are
obtained from aerial orthoimagery, using the bounding box
of the corresponding mesh and a 3-meter buffer on each side
to ensure complete building visibility. The meshes were ac-
quired using photogrammetric methods for 3D reconstruction
with stereo aerial imagery. We constrain our examples to a
maximum vertex sequence length of 100 and no more than
400 faces. The resulting dataset contains 159,412 examples
for the watertight roof set and 697,025 examples for the non-
watertight set. The datasets were split into training, valida-
tion, and test sets, with a distribution of 70%, 15%, and 15%,
respectively.

Training We train our model using the Adam optimizer with
a learning rate of 2 · 10−5, β1 = 0.9, and β2 = 0.99. We use
a dropout rate of 0.4 in the image encoder, 0.3 in the vertex
decoder and face encoder, and 0.2 in the face decoder. We
apply early stopping after 25 epochs for the PolyGen model
and 15 epochs for the PolyGen (w) model. The vertex de-
coder comprises five layers, each with four attention heads,
and embeddings of dimension 512 with fully connected lay-
ers of 1024. The face encoder consists of three layers with
four attention heads and fully connected layers of size 512.
The face decoder comprises four layers with four attention
heads and fully connected layers of size 512.

4.1. Results

We present our results in Table 1. Nucleus Sampling [25] was
performed with a probability of p = 0.95 for all predicted
examples. We computed metrics on all examples from both
datasets (i.e., watertight and non-watertight meshes), except
for the PolyGen* scenario, where we constrained the infer-
ence computation to a sample of 28,000 test images to save
time. A set of generated samples can be seen in Figure 3. We
observe a clear connection between a low PoLiS distance and
angular dissimilarity, and the quality of the generated mesh.



Fig. 3: The predicted examples from the test set. The PoLiS
distance and angular dissimilarity values for each example are
shown in parentheses, while the input image used for condi-
tioning is displayed in the first column. The second and third
columns illustrate the PoLiS distance and angular dissimilar-
ity visualizations, respectively, with the ground truth values
shown in green and the predicted values in blue.

Fig. 4: Predicted examples using images from Norkart in Nor-
way (out of distribution inference). Each example has two
figures of the predicted roof mesh: The left image is shown
from an azimuthal angle of 0xy° and 90z° zenith elevation,
while the right is shown with an azimuth and elevation of 0°.

Similarly, in Figure 2, we note how the model is surprisingly
robust to changes in image resolution.

Baseline calculations We evaluate the performance having
two baselines. A Random-case, where for every test-mesh
we choose a random training-mesh as the ground truth, and
a ResNet baseline, where we use a pretrained ResNet-101 to
attain a feature vector for each image. We use these vectors to
train a KNN-model, using the features corresponding to the
training set using the nearest predicted test-sample as ground
truth for the baseline computation.

Inference on images in the Wild Figure 4 demonstrates
our model’s ability to perform inference on images captured
from a geographically distant location and acquired by a dif-

Table 1: Results benchmarked against test dataset. (w) Indi-
cates measures on the watertight dataset. PolyGen* indicates
inference on a subset of the test dataset.

Method ↓ PoLiS ↓ ∠AB ↑ IoU

Random 0.231 28.8 0.19
ResNet 0.197 25.1 0.27
PolyGen* 0.089 24.1 0.47

Random (w) 0.257 32.4 0.19
ResNet (w) 0.208 28.9 0.26
PolyGen (w) 0.078 15.3 0.78

ferent camera. The Norkart data shares characteristics with
the SwissTopo dataset, having a similar ground sampling dis-
tance and the presence of a single building centered in the
image. Although the sample from Norkart in Norway is small
and purely qualitative, our model shows to produce generally
plausible predictions of building roofs for these images in the
wild, the model fails however, for images with more than one
building, or if the building has complicated roof topology.

5. CONCLUSIONS

We have presented a novel approach to generating 3D meshes
of building roofs from their corresponding aerial images.
Our hypothesis is based on the regular symmetrical relations
found on building roofs, suggesting that it may not be neces-
sary to use a direct depth modality for 3D roof reconstruction,
given access to a large dataset. Our results demonstrate that
the method can be applied to a more complex domain than
originally intended, and that the model is able to generate
a 3D roof mesh conditioned on a single aerial image from
a fixed viewpoint. We believe that the potential of this ap-
proach has yet to be fully explored, and it may prove useful
in various industrial purposes, particularly in photovoltaic
deployment and planning.
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