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ABSTRACT

Interactive devices with touch screen have become com-
monly used in various aspects of daily life, which raises the
demand for high production quality of touch screen glass.
While it is desirable to develop effective defect detection
technologies to optimize the automatic touch screen pro-
duction lines, the development of these technologies suf-
fers from the lack of publicly available datasets. To ad-
dress this issue, we in this paper propose a dedicated touch
screen glass defect dataset which includes seven types of
defects and consists of 2504 images captured in various
scenarios. All data are captured with professional acqui-
sition equipment on the fixed workstation. Additionally,
we benchmark the CNN- and Transformer-based object de-
tection frameworks on the proposed dataset to demonstrate
the challenges of defect detection on high-resolution im-
ages. Dataset and related code will be available at https:
//github.com/VincentHancoder/SSGD.

Index Terms— touch-screen-glass, dataset, defect detec-
tion

1. INTRODUCTION

Nowadays, smart terminals are increasingly crucial to the in-
telligence process of contemporary society. Almost everyone
has at least one smartphone in their hands. As the essential
accessories, the production quality of the smartphone screen
directly determines the display effect, service life, and user
evaluation of smartphones. To this end, almost all screens
must pass a production quality inspection before they leave
the factory. However, defect detection via human beings only
is labor-intensive and inefficient, which is insufficient for the
vast market of smartphones. In this case, the use of data-
driven computer vision inspection methods can significantly
improve efficiency and reduce judgment errors brought on by
human factors.

There have been several attempts to apply deep learning
techniques to the task of detecting defects in industry. In the
metal generic surface defect detection area, Bao et al. [1] pre-
sented a dedicated dataset called NEU-Dataset, and Song et
al. [2] raised a matching method with a set of data used for
defect detection of silicon steel strip micro surface. Similarly,
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a railway surface defect dataset [3] was made for detection in
2017. Besides metal surface detection tasks, increasing num-
ber of industrial products dataset [4, 5, 6] have been widely
collected for specific detection scenarios. Some works fo-
cused on fabric regions [4] have been produced and extended
to a challenging competition to encourage contestants to ap-
proach higher detection accuracy. Recently more in-depth,
increasing dimensions of the electronics industry production
have been using neural network technologies to detect the
quality of products and defect distribution. Pramerdorfer et
al. [5] announced a dataset of Printed circuit board (PCB)
which was made to facilitate the computer vision tasks in the
challenge of PCB deficiency in producing process. In 2019,
Deitsch et al. [6] presented a dataset presented a dataset about
the solar panels damage situation.

However, to the best of our knowledge, there is no pub-
licly available dataset for defect detection of smartphone
screens. This seriously hinders the application of computer vi-
sion technology in the defects inspection of screens. To solve
this problem, we firstly propose an open-source Smartphone
Screen Glass Dataset, dubbed as SSGD, which contains ba-
sically common types of defect occurring on the glass panels.
Specifically, the proposed SSGD is made up of 2504 images
and contains seven types of defects commonly existing in the
production process. All images are in an uniformed resolu-
tion of 1500× 1000 pixels. Figure 1 shows some samples of
SSGD. After the procedure of data collecting and annotating,
we conduct extensive experiments based on the general plat-
form to evaluate the performance of popular object detection
on SSGD (Sec. 3).

Our main contributions can be summarized as follows:

• We collect and annotate a dataset for defect detection
of smartphone screens, which possesses various anno-
tations categories, relatively high image information
quality, and public availability.

• We benchmark many popular object detectors on the
proposed dataset, including CNN- and Transformer-
based frameworks.

2. DATASET CREATION PROCEDURE

In this section, we will introduce SSGD from three aspects:
(1) the process of image capturing, (2) the overall properties
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(a) Samples of Part I.

(b) Samples of Part II.

Fig. 1. Sample visualization for SSGD. (a) Some samples in SSGD Part I. (b) Some samples in SSGD Part II.

of the dataset, and (3) the composition of the dataset.

2.1. Data Collection

Before information acquisition, numerous samples with de-
fects have been collected and selected as origin materials for
the purpose of capturing. The background scenario is deco-
rated with the color black to weaken the influence of other
visible light in the environment on acquired image informa-
tion. During the image collection process, smartphone touch
screens are placed on a specific capture platform which has
been calibrated by a leveler to ensure the correctness of the
shooting angle. On the platform, the surrounding region of
the screen is the ink area, and the middle is the visible area
protected by specific film. The device used to collect images
is a line-scan camera which is designed for industry-level in-
formation acquisition. After the unified collection and initial
data cleaning process, we uniformly change the image resolu-
tion into 1500× 1000 pixels in order to ensure every training
object provides the same size background information. The
entire dataset is grouped by different capturing platforms and
given specific file numbers according to groups. After collec-
tion, we employ the labelme1 to annotate the seven kinds of

1https://github.com/wkentaro/labelme

defects and the corresponding locations (bounding box for-
mat) on the screens and get an XML file for each image.

2.2. Dataset Properties

SSGD consists of 2504 images and includes seven common
types of defects in actual smartphone screen process. Aim-
ing to show the properties of SSGD clearly, we illustrate the
causality in following perspectives:
Categories: Seven types of defects including crack, broken,
spot, scratch, light-leakage, blot, broken-membrane. Some
samples are provided in Fig. 1.
Workstation: Two workstations are used to capture images.
SSGD is therefore divided into two parts, called Part I and
Part II, respectively.
Workstation Content: Two workstations captured 1258 and
1246 images (corresponding to Part I and Part II).
Part I Content: the possession situation of each type of de-
fects is that crack: 988, broken: 304, spot: 175, scratch: 99,
light-leakage: 63, blot: 18, broken-membrane: 10.
Part II Content: the possession situation of each type of de-
fects is that crack: 787, broken: 756, spot: 467, scratch: 163,
light-leakage: 60, blot: 13, broken-membrane: 11.

https://github.com/wkentaro/labelme


2.3. Dataset Distribution

As shown in Fig. 2 (a), there are two data bounding box char-
acteristic distribution maps whose horizontal axis and vertical
axis represent for the height and the width of each bound-
ing box which are distinguished by different workstations.
The position on the map of points in different colors show
how their bounding boxes look like. There are two curves
in blue and red symbolize thresholds to define small, middle
and large target detection object. If the point is lower than red
curve, it is a small target covering an area less than 32 × 32
pixels. Similarly, it is thought as a large target when more dis-
tant from origin point than blue curve. And the target which
is between blue and red curve will be thought as a middle size
detection object.

For the purpose of showing quantity distribution of large,
medium and small detection targets, we summarize the fol-
lowing related information that can be corroborated by the
relevant information in the Fig. 2 (a) as well:
Part I: the amount of different types detection object is small:
241, middle: 378, large: 1038.
Part II: the amount of different types detection object is
small: 783, middle: 441, large: 1033.

However, there are some extreme points existing on the
map such as the points gathering at the upper left area of the
map, which means that bounding boxes represented by those
points are at a nearly 7:1 width and length ratio. As the in-
put of network, bounding box in a such extreme shape may
influence final convergence direction.

The color intensity shows how gathering a type of defect
points are. It is shown that on the both maps (Part I and Part
II) category crack basically distributed above the blue line
while category scratch mainly gather at the zone in middle.
In other words, we get a pattern that most samples of above
two categories are large size and middle size detection object.
Obviously, there are still some categories, such as blot, that
are unable to find the pattern of bounding box size. Such a
phenomenon is acceptable as well.

3. EXPERIMENT

3.1. Settings

We benchmark most basic object detection models on the pro-
posed SSGD, including Faster R-CNN [7], FCOS [8], and
YOLO series [9]. To reduce random bias, we use 5-fold cross-
validation to measure all models, and results are averaged
over the five folds. In the implementation, most experiments
are based on MMDetection [10]. YOLOv5 and YOLOX [9]
follow their official repositories23. Before training, we ini-
tialize the model with the weight pre-trained on COCO [11]
dataset and new layers in the classification head with the Nor-

2https://github.com/ultralytics/yolov5
3https://github.com/Megvii-BaseDetection/YOLOX
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Fig. 2. Object analysis for Part I and Part II of SSGD. ’li-le’
denotes light-leakage, and ’bm’ refers broken-membrane. In
(b), points under the red line are small objects, points between
red and blue line are medium objects, and points above the
blue line are large objects. Best viewed in color.

mal scheme. During training, for ResNet-50-based [12] mod-
els, we utilize the SGD [13] optimizer and the 2× (24 epochs)
schedules with a global batch size of 16 on 4 GPUs. We also
adopt the multi-scale training, where the short side of input
images is randomly resized to [800, 1500] pixels, and the
long side is at most 2250 pixels. For Transformer-based mod-
els [14, 15, 16, 17], we utilize the AdamW [18] optimizer and
the 2× schedules with a global batch size of 8 on 8 GPUs.
The resolution of input images is 1500 × 1000 pixels. Other
settings remain the same as MMDetection. For YOLO series,
the input with a resolution of 1500 × 1000 pixels is padded
to 1500× 1500 pixels. We train the model 100 epochs with a
global batch size of 16 on 4 GPUs. Other settings remain the
same as the original repositories. During testing, input images
maintain their original resolution without any augmentation.

3.2. Results

Results on CNN-based methods. We evaluate mainstream
anchor-based [7, 19, 20, 9] and anchor-free [8, 21, 22] object
detectors on SSGD. Besides YOLOv5 and YOLOX, all other

https://github.com/ultralytics/yolov5
https://github.com/Megvii-BaseDetection/YOLOX


Table 1. Benchmark general models on SSGD. Besides YOLOv5-m and YOLOX-m, other models take ResNet-50 as the
backbone. #Param. refers the total parameters. FLOPs and Frame per seconds (FPS) are tested on single 3090 GPU with the
original size.

Model #Param.
(M)

FLOPs
(G)

FPS
(img/s)

Part I Part II

AP AP50 AP75 APS APM APL AP AP50 AP75 APS APM APL

Faster R-CNN [7] 41.2 303.8 26.2 19.3 41.5 14.9 15.9 23.4 25.5 23.8 46.6 21.1 20.2 22.4 25.9
Cascade R-CNN [19] 68.9 331.6 21.7 20.9 42.3 17.4 15.0 24.0 31.2 27.3 51.1 25.6 22.3 25.4 30.7
RetinaNet [20] 36.2 311.2 25.0 16.4 37.5 11.1 14.3 22.1 21.1 21.7 42.7 18.8 22.7 25.5 24.3
FCOS [8] 31.9 296.2 28.1 19.4 41.9 15.7 15.7 23.4 21.6 27.1 50.7 24.8 25.9 25.6 28.5
ATSS [21] 31.9 303.3 24.2 22.3 46.1 18.5 16.6 25.3 26.5 27.6 52.8 26.4 23.6 27.9 26.8
GFL [22] 32.1 307.9 25.0 19.6 43.2 15.2 15.6 24.6 23.4 27.5 50.9 25.5 26.2 26.7 28.4

YOLOv5-m2 19.9 266.7 59.5 16.2 38.9 11.2 13.5 22.5 18.4 27.8 52.4 25.0 20.4 27.2 26.8
YOLOX-m [9] 25.3 405.1 36.9 13.4 36.2 7.8 14.7 18.3 12.7 20.7 43.5 15.7 21.3 18.0 19.0

Table 2. Benchmark Transformer-based models on SSGD using Faster R-CNN [7]. #Param. refers the total parameters.
FLOPs and Frame per seconds (FPS) are tested on single 3090 GPU with the original size.

Model #Param.
(M)

FLOPs
(G)

FPS
(img/s)

Part I Part II

AP AP50 AP75 APS APM APL AP AP50 AP75 APS APM APL

Swin-T [14] 44.8 308.2 18.1 19.2 42.6 13.2 15.5 21.5 27.9 27.0 52.4 24.5 24.8 24.4 29.7
PVT-S [15] 41.1 281.3 12.3 16.0 36.7 12.2 13.7 15.9 21.2 20.5 44.3 18.4 17.8 19.5 20.7
ScalableViT-S [16] 43.3 297.7 10.9 21.2 46.4 15.1 14.3 22.1 27.3 22.8 48.3 19.3 20.7 21.5 23.4
UniFormer-Sh14 [17] 38.2 276.4 15.8 18.9 45.0 13.7 13.7 19.9 26.7 22.2 47.3 19.1 22.1 22.4 23.0

models take ResNet-50 as the backbone. Due to an adap-
tive training sample selection strategy, ATSS obtains the best
performance in all ResNet-50-based models. ATSS outper-
forms the two-stage Cascade R-CNN by 1.4 AP and 0.3 AP
on SSGD Part I and Part II, respectively, while only possess-
ing half the parameters. However, Cascade R-CNN achieves
better performance on large objects.

Results on Transformer-based methods. We evaluate
Swin [14], PVT [15], ScalableViT [16], and UniFormer [17]
on the proposed SSGD using the Faster R-CNN framework.
As reported in Table 2, ScalableViT-S achieves 21.1 AP on
SSGD Part I under a single-scale training strategy, which sur-
passes most ResNet-50-based methods using the multi-scale
training strategy. However, on SSGD Part II, Swin-T obtains
better performance (27.0 AP) than other Vision Transformer
counterparts. When compared to ResNet-50, Swin-T gets 3.2
AP gains. Nevertheless, Transformer-based models have an
obvious disadvantage in the speed that is required in industrial
scenarios. Specifically, when input resolution is 1500× 1000
pixels, Swin-T-based Faster R-CNN can only process 18
images per second, but ResNet-50-based ones can process
26 images. Moreover, PVT and ScalableViT are slower
than Swin because the method that shrinks spatial tokens
of Keys and Values may no longer be applicable in high-
resolution images. Therefore, a Vision Transformer, friendly
to high-resolution images and industrial scenes, needs to be
developed with both higher accuracy and lower latency.

4. DISCUSSION AND CONCLUSION

In this paper, we present the first publicly available Smart-
phone Screen Glass Dataset for defect detection. We adapted
professional capturing device and non-single workstations to
collect images which involves various categories of defects
commonly existing in actual producing procedure. Then, we
elaborately analysed the object distribution of this dataset
Next, abundant experiments are conducted to show the per-
formance of popular methods on proposed dataset. Based on
the comparison of experimental results, we find that the Vi-
sion Transformers perform worse and are much slower than
their CNN counterparts at high resolution input. At the same
time, a dynamic assignment strategy during training is very
important to this dataset. In the future, we will continue the
investigation to develop more promising and approachable
methods to improve the detection effect in the testing pro-
cess. We hope this paper paves the way for the application of
computer vision in the defect detection of screens.
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