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Abstract

Random data sketching (or projection) is now a classical technique enabling, for instance, ap-
proximate numerical linear algebra and machine learning algorithms with reduced computational
complexity and memory. In this context, the possibility of performing data processing (such as
pattern detection or classification) directly in the sketched domain without accessing the original
data was previously achieved for linear random sketching methods and compressive sensing. In this
work, we show how to estimate simple signal processing tasks (such as deducing local variations in
a image) directly using random quadratic projections achieved by an optical processing unit. The
same approach allows for naive data classification methods directly operated in the sketched domain.
We report several experiments confirming the power of our approach.
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1 Introduction

An ever increasing number of algorithms in the area of machine learning, signal processing, and numerical
linear algebra leverage random data sketching (or random projections) techniques to reduce the dimension
of input data (or their number) and alleviate computational complexity up to a controlled approximation
error [1, 2, 3]. These methods are data-agnostic while preserving essential information about the instances
they transform. In a similar way, the same techniques can also be used to lift a given signal or pattern
to a higher dimensional space where data might be easier to classify (similar to kernels for example) [4].

At the output of the data sketching, one will often require to estimate specific properties of the
embedded information (such as signals or images). One can think for example of a video stream in traffic
monitoring or industrial quality control where only a part of the video frames will later require attention,
calling for means of restricting the frames, after sketching, to specific area of interest [5].

Such estimation can easily be achieved when the essence of the sketching is linear [6]. In this work
however, we focus on the non-linear sketching mechanism achieved by an optical processing unit (OPU)
that allows super fast and ultra-low energy computing of random data sketching in the optical domain
[4, 7]. As will be made clear in Sec. 4, this device is able to reliably compute in parallel millions
of quadratic random projections of signals or images. Moreover, these projections are tantamount to
applying rank-one projection (ROP) of a lifted version of the input [8, 9] where the implicit random
rank-one matrix is hardly accessible (if not completely inaccessible) to us (Sec. 2). Ultimately, having
access to such a powerful yet energy efficient projection tool could lead to applications to processing of
large data streams such as videos using very little power.

In our previous work ([10]), we showed theoretically that up to some controlled distortion, we can
operate linear signal estimation directly in the sketched domain without ever reconstructing the original
signal, thus avoiding costly reconstruction methods [8, 9, 11, 12]. We illustrated this using simulations
of the ROP on classical computers, in the hope of getting a foretaste of what the OPU is capable of.
In this work we show how the OPU is capable to put these theoretical results in practice. Though
straightforward in theory, the OPU requires some fine-tuning to be used in practice as we shall see in
further sections.

∗Part of this research was supported by the Fonds de la Recherche Scientifique – FNRS under Grant T.0136.20 (Project
Learn2Sense).
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2 Sketching with hidden rank one projections

This section presents the mathematical framework of quadratic sketching. As described in the introduc-
tion, this transformation relies on the rank-one projection (ROP) of the observed signal and it is indeed
crucial to understand this before getting to the description of the OPU.

Quadratic random sketching consists in taking a series of m measurements (a>i x)2 of a signal of
interest x ∈ Rn, with a set of m random vectors {ai}mi=1 ⊂ Rn. The sketching operator Av is defined as

Av : x ∈ Rn 7→ Av(x) :=
(
(a>i x)2

)m
i=1
∈ Rm+ . (1)

As observed in the context of phase retrieval [11], the operator Av amounts to a ROP of the lifted sig-
nal, i.e., the rank-one matrix X = xx> ∈ Rn×n, onto the rank-one random matrices {Ai := aia

>
i }mi=1 ⊂

Rn×n, as defined by the equivalence Av(x) =
(
(a>i x)2

)m
i=1

=
(
a>i xx

>ai
)m
i=1

=
(
〈Ai,X〉

)m
i=1

=: A(X),
where 〈·, ·〉 is the Frobenius inner product [8, 9]. We thus use “quadratic sketch” and “ROP measure-
ments” interchangeably.

As explained in Sec. 4, the OPU allows us to compute all the components of Av(x) in a reproducible
way using the physical properties of multiple scattering of coherent light in random media, which is thus
extremely fast and power-efficient (even if m ' n). In this context, the vectors {ai}mi=1 are fixed, but
hidden to us. Moreover, an asymptotic analysis made in [4] shows that each random vector ai are very
close to be identically and independently distributed (i.i.d.) as a Gaussian random vector a ∼ N (0, In),
with identity covariance In.

The ROP operator is sadly biased (non-isotropic). In other words, the expectation of the squared
norm of the ROP of a vector x is not proportional to the squared Frobenius norm of the lifted signal
xx> (equal to the fourth power of the norm of x) [8]. This is relatively obvious considering that the
ROP operator only outputs positive values. However, isotropy is a key property to ensure that the ROP
sketch keeps essential information on x. This leads to the definition of a debiased ROP operator (DROP)
which rids us of the bias (see [8], lemma 4 and appendix F):

B : x ∈ Rn 7→ B(x) =
(
Av

2i(x)−Av
2i+1(x)

)m
i=1

. (2)

This new debiased estimator DROP can easily be implemented on an OPU by first applying the
operator Av on a vector then splitting it in two and subtracting one half from the other. Thanks to
the constant computational complexity of Av on the OPU, this has little impact on the total computing
time.

3 Signal processing in the sketched domain

As shown in [6], for linear random sketching technique x 7→ Ax, one can estimate 〈u,x〉 as soon as
the m × n matrix A satisfies the restricted isometry property (RIP) over k-sparse (or low-complexity)
signals, i.e., for any k-sparse x and u,

|〈Au,Ax〉 − 〈u,x〉| ≤ δ‖u‖‖x‖,
for some small, controlled distortion δ.

In our case we aim instead to recover |〈u,x〉|2 thanks to a useful tool called the Sign Product
Embedding (SPE) [10, 13]. The SPE states that with high probability, 〈sign(B(u)),B(x)〉 acts as a
proxy for |〈u,x〉|2. A wise choice of u could hence give us access to local information about x for
example, using only the sketch B(x) and B(u) without ever reconstructing x. This is more formally
stated in the following theorem.

Theorem 3.1 (Sign Product Embedding of DROP Sketches). Given a fixed unit vector u ∈ Rn, κ = π/4,
and a distortion 0 < δ < 1, provided that

m ≥ Cδ−2k log( nkδ ), (3)

then, with probability exceeding 1 − C exp(−cδ2m), for all k-sparse signals x ∈ Σk := {v ∈ Rn :
|supp(v)| ≤ k}, B respects the SPE over Σk, i.e.,∣∣∣ κm 〈sign(B(u)),B(x)〉 − 〈u,x〉2

∣∣∣ ≤ δ‖x‖2, (4)
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III. EXPERIMENTAL APPARATUS

The approach exposed in the previous section still requires to store, and multiply by, a potentially huge random
matrix, and to apply the modulus function. We now move to the discussion of our experimental apparatus which will
make this procedure a trivial, instantaneous one.
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FIG. 2: Experimental setup (from [6]). A monochromatic laser at 532nm is expanded by a telescope, then
illuminates a digital micromirror device (DMD), able to spatially encode digital information on the light beam by

amplitude modulation, as described in section III B. The light beam carrying the signal is then focused on a random
medium by means of a lens. Here, the medium is a thick (several tens of microns) layer of T iO2 (Titanium Dioxide)
nanoparticles (white paint pigments deposited on a microscope glass slide). The transmitted light is collected on the

far side by a second lens, passes through a polarizer, and is measured by a standard monochrome CCD camera.

A. Principle of optical analog random projections

At the basis of the analog random projections, we exploit the ability of a heterogeneous material, such as paper,
paint, or any white translucid material, to scatter light impinging on them in a very complex way. Due to their
extremely high complexity, their behavior for light scattering is considered “random”, and this kind of medium are
often called “random medium”. This term is abusive since scattering is a linear, deterministic, and reproducible
phenomenon. However, the unpredictable nature of the process makes it e↵ectively a random process. This is
why these materials are called “opaque”, since all information on the incoming light is seemingly lost (but only
irremediably mixed) during the propagation. As an example, consider a cube of edge size 100 µm. It comprises ⇡ 107

paint nanoparticles, whose positions and shape would have to be exactly known in order to predict its e↵ect on light.
Propagation through such a layer can be seen as a random walk because of frequent scattering with the nanoparticles.
The characteristic step is the transport mean free path, typically of a few µm, so light would explore the whole volume
and endure on average tens of thousands of such steps before exiting on the other side, in a few picoseconds.

When light is coherent, it gives rise to interferences. The complex interference pattern arising from the multiple
scattering process is called “speckle”. It is characteristic not only of the heterogeneous material, but also of the
“shape” of the input light. In essence, the propagation of light through a random medium can be modeled as y = Hx
where y (resp. x) are vector amplitudes between a set of spatial modes at the output (resp. input) of the medium,
and where H is the so-called transmission matrix of the medium, which has been shown to be very close to Gaussian
i.i.d matrices [17]. By “interrogating” the medium with an appropriate set of input illuminations, which can be
conveniently done using a spatial light modulator and a laser, and measuring the resulting “answer” by means of a
CCD or CMOS camera for instance, one would therefore record the resulting intensity |y|2 (see Fig. 2). For a stable
medium, such as a paint layer for instance, the transmission matrix H is stable and the medium can therefore provide
a convenient platform for random projections, without the need to determine H.

Figure 1: [4] The OPU takes a laser beam and uses an array of mirrors to encode binary data in the beam [14]. It
then sends the beam through a scattering medium replicating the effect of the operator Av on the signal encoded
in the light beam.

with sign the sign operator applied componentwise on vectors.

As detailed in [10], the proof of this key result consists of three main steps. The first shows that
κ
mE〈sign(B(u)),B(x)〉 = 〈u,x〉2 using the rotational invariance of the Gaussian distribution that char-
acterises B. As a second step, we can prove that for a fixed unit vector u, and for a vector x ∈ Σk the
random variable 〈sign(B(u)),B(x)〉 concentrates around its mean, using the properties of sub-Gaussian
random variables. In the final step, the previous result is extended by continuity on all unit vectors
x ∈ Σk. For this purpose we use a union bound over a covering of the lifted space of rank-one matrices
and bound the deviation between 〈sign(B(u)),B(x)〉 and 〈u,x〉2 over the balls of the covering. Com-
bining the union bound over the covering and the probability of failure over a ball of the covering yields
the desired result.

In words, this theorem simply shows that if m is large enough and if the DROP is defined by
i.i.d. random Gaussian vectors, the quantity κ

m 〈sign(B(u)),B(x)〉 approximates 〈u,x〉2 with a controlled

distortion δ scaling like O
(√

k/m
)

(up to log factors). It is therefore possible to approximate linear
functions of any signal x ∈ Rn, by projecting their sketches B(x) on sign(B(u)) ∈ {±1}m.

4 The optical processing unit

Armed with all the necessary tools and information, we can now dive into the working principles of
the OPU. As we touched upon in the introduction, the aforementioned sketching operators (Av,B) are
motivated by the fact that they can be calculated by an OPU with the same computational complexity
regardless of both the dimension of the signal we want to project and the sketch dimension (up to
maximal dimensions determined by the optical setup). This section details essential aspects of the OPU.

As summarised in Fig. 1, the OPU processes a binary input1 x ∈ {0, 1}n (with n up to O(106)) by
using it to program the orientation of a grid of mirrors in a digital micro-mirror device (DMD). In this
DMD, only correctly oriented “on” (1) mirrors (as opposed to mis-aligned “off” (0) mirrors) can reflect
part of an incident, coherent laser beam to a stable scattering medium. After scattering, the intensity
of a complex pattern, or speckle, arising from constructive and destructive interferences of the scattered
light, is recorded on the focal plane of a camera.

By correctly adjusting the pixel pitch of the camera to the correlation length of that speckle, it was
shown in [4] that the so-called transmission matrix of the medium is very close to a fixed random matrix
with Gaussian i.i.d. entries. Therefore, each camera pixel records independent measurements

y ∼ γ|〈a,x〉|2, with a ∈ Rn, ai ∼i.i.d. N (0, 1), (5)

1Recent extensions of the OPU admit non-binary x thanks to a bit-plane representation, or by macropixel encoding [4].
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Figure 2: Evolution of ‖Bopu(b)‖ vs. s = ‖b‖2, for various values of s (in percent of n). The blue area has local
thickness of 100×std.

where γ > 0 is a certain conversion gain.
In practice, this idealised model undergoes a few alterations. First, the camera records intensity

values uniformly coded over 8 bits of information (ranging over integers from 0 to 255 = 28 − 1), with a
saturation (or clipping) level C > 0 met (by design) by less than 1% of the pixels. Second, the sensing
model is corrupted by a prequantisation noise (mainly due to electronic noise, photon counting, and
scaterring medium variations) whose amplitude mainly impacts the two first encoding bits. We note
that other less important effects (not considered here for simplicity), such as focal plane vignetting, also
impact the OPU output. The actual OPU data transformation is thus closer to the model

y = Qb(γ|〈a,x〉|2 + η), (6)

with the uniform quantiser Qb(t) equal to δbt/δc if 0 ≤ t ≤ C, and C otherwise, the bin width δ = C2−b,
the bit depth b = 8, and a noise η such that |η| ≤ 4δ with high probability.

Therefore, when the OPU records an m-length measurement vector yopu = Av
opu(x) ' Qb(Av(x)+η),

with a noise vector η = (η1, . . . , ηm)>, and Av encoding m i.i.d. Gaussian random vectors {aj}mj=1, both
the quantisation and the prequantisation noise alter the pure ROP sketch Av(x), as well as the DROP
Bopu(x) computed from it. In particular, we can expect severe alterations when the square norm of the
input vector x, i.e., its number of ones, is either too small (in this case yopu is dominated by the noise
variations) or too large, in which case many camera pixels will saturate.

We evaluate this effect in Fig. 2. We have there represented ‖Bopu(b)‖ by randomly sampling binary

vectors b ∈ Rn=106 , with sparsity level s := ‖b‖2 = |supp(b)| ranging from 0 to 106. The quantity Bopu(b)
was computed from Av

opu(b) with m = 104 measurements. For each value of s, the OPU was run 20 times
to study the impact of noise. In absence of disturbance to the model, we should have ‖Av(b)‖, and
thus ‖B(b)‖, proportional to s. However, Fig. 2 shows this linear relation only holds approximately for s
between 20% and 80% of n. Before this range, the noise dominate and leads to meaningless observations,
and after it, an increasing number of pixels saturate which decreases the value of ‖Bopu(b)‖ compared
to ‖B(b)‖. Moreover, in the linear regime, the variations of ‖Bopu(b)‖ between different OPU calls show
that s must sufficiently increase for ‖Bopu(b)‖ to exceed noise variation (e.g., ∆s = 500 from a naive
error analysis of Fig. 2). This experiment shows that the OPU can convincingly be used to approximate
B provided we respect a certain level of sparsity guaranteeing good behaviour.

5 Experiments

With theoretical guarantees as well as experimental validation of the OPU, we present in this section
two experiments demonstrating the possibility of performing basic signal processing and classification
tasks in the sketched domain provided by an OPU.
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Figure 3: (Left) A frame from the synthetic video of a white rotating disk on a black background. (Right, best
seen in colour) Evolution of the (normalised) true and estimated quadrant occupancies, in dashed and plain
curves, respectively, for each quadrant in function of 0 ≤ t ≤ 23 according to the colour scheme detailed in the
legend.

As a first experiment, we consider a synthetic video consisting of 24 vectorised 950×950 binary images
{xt}23t=0 (i.e., vectors of dimension n = 902 500), representing a (white) rotating disk on a black (zero)
background (see Fig. 3(left)). Following Sec. 3, our objective is to detect the passage of the disk in each of
the four quadrants of the image solely based on the m−dimensional OPU measurements {Bopu(xt)}23t=0.

We thus define four quadrant indicators, i.e., four vectors ui ∈ Rn equal to 1 in the j-th quadrant
and zero outside (j ∈ {1, . . . , 4}). Thanks to Thm 3.1, we can estimate, up to some distortion, the j-th
quadrant occupancy signal qj(t) := |〈uj ,xt〉|2—the square of the integration of xt in the j-th quadrant—
from the estimated occupancy

qestj,opu
(t) := κ

m 〈sign(Bopu(u)),Bopu(xt)〉
' qestj (t) := κ

m 〈sign(B(u)),B(xt)〉.

The curves in Fig. 3(right) show the evolution with time of qestj,opu(t) with m = 10 000, compared to

the true quadrant occupancies qj(t) = |〈uj ,xt〉|2. Each curve has been normalised to its maximum value
to attenuate their dependence in the (unknown) gain factor γ in the model (6). The comparison of these
curves shows that information about the quadrant occupancy of the disk is preserved in the quadratic
OPU sketches, thanks to the estimations of qestj,opu(t).

Our second experiment consists in a simple classification task on a binarised version of the handwritten
digits of the MNIST dataset. This dataset X := {(xk, tk)}N=70 000

k=1 ⊂ {0, 1}n=282 × {0, . . . , 9} [15] is
obtained by a mere thresholding (at threshold 26) of each 8-bit graylevel image of MNIST.

We here aim to compare the result of a naive classification performed in the direct domain, to a
classification operated in the sketched domain. We start by randomly splitting X into a training Xtr

and a test set Xte according to a split of 60 000 and 10 000 images, respectively. From Xtr we compute
the 10 centroids {cj}9j=0 ⊂ Rn of each class of digits and we define 10 vectors uj = cj/‖cj‖. In the
direct domain and for images of the test set, the estimated label of an image xk is then defined as
t̂k := arg maxj |〈uj ,xk〉|2.

From the observations made in Sec. 4, directly sketching the MNIST instances (e.g., by zero-padding
them at the right dimension before injection in the OPU) poses a particular challenge as each 28 × 28
binarised image (with n = 784) may not contains enough ones to reach a high signal-to-noise ratio at
the OPU output. This is solved by expanding each binary MNIST image x, seen as a matrix 28 × 28
binary matrix, with a simple Kronecker product I(x) := x ⊗M with a p × p matrix M of ones, i.e.,
each pixel of x is turned in a p× p macro pixel, and the inflated image I(x) gets a dimension n = 784p2

that nears the SLM resolution, with p2 more ones than in the initial images.



Direct m = 200 400 800 1600 3200

Accuracy [%] 82.1 56.3 59.2 66.9 71.8 75.0

Table 1: Testing accuracy (in %) in the direct domain (without sketching), and in the sketched domain for various
values of m.

After sketching these inflated instances, the label estimate of a test image xk is computed by com-
paring the two transformations

t̂skk := arg maxj
κ
m 〈sign(Bopu(uj)),Bopu(xk)〉,

which should be close to t̂k according to Thm 3.1. We summarise in Table 1 the different average
testing accuracies reached for both the direct and the sketched classifications. Keeping in mind that our
classification method is rudimentary (as shown in, e.g., [4], it is possible to develop much better, non-
linear classification algorithms directly in the sketched domain), we observe anyway that as m increases
the average accuracy improves and approaches the one performed in the direct domain. The loss in
accuracy can also be attributed to several other factors such as the binarisation process and noise within
the OPU.

Interestingly, the SPE described in (4) allows us to devise another classification technique, directly
trained in the sketched domain, and which outperforms the previous method. For this, we consider the

sketched dataset XBopu = {(Bopu(xk), tk)}N=70 000
k=1 , and compute all the centroids {cBopu

j }9j=0 ⊂ Rm in

the training split XBopu

tr of XBopu .
By assuming that, for every such centroid, there exists a vector vj ∈ Rn such that cBj ≈ B(vj), we can

estimate our label by applying a sign operation to each cBj —which is aligned to Thm 3.1—and compute

t̂B,signk := arg maxj〈sign(c
Bopu

j ),Bopu(xk)〉.

With m = 1 000 we now reach an accuracy of 82.7% (and 83.9% at m = 10 000), slightly better than the
classification accuracy achieved in the direct domain of MNIST.

6 Conclusion

In this work we built upon the theoretical foundations laid in [10] in order to show that signal estimation
in the sketched domain is possible with the optical quadratic random sketching delivered by an OPU. We
reminded the reader of the mathematical tools (such as the biased and debiased rank-one projections,
and the sign product embedding) and analysed the working principle of the OPU as well as its deviation
to the pure quadratic sensing model. We then applied our proposed method to two toy examples to
demonstrate the possibility of extracting localised information from a sketched signal and classifying
images from their sketches.

Future works could exploit both the OPU calibration (as studied in 4) and the dependence of the
SPE distortion in the sketch dimension to formalise precise statistical tests for pattern matching in the
sketched domain. On a more theoretical note, preliminary numerical tests show that the SPE of the
DROP could hold for matrices of rank greater than 1. This is appealing for, e.g., change point detection
application in a data stream {xt}t∈Z since, for instance, a time change in ROP sketchesAv(xt+1)−Av(xt)
is equivalent to the ROP of the rank-2 matrix xt+1x

>
t+1 − xtx>t .
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