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ABSTRACT
3D human mesh recovery from a 2D pose plays an important
role in various applications. However, it is hard for exist-
ing methods to simultaneously capture the multiple relations
during the evolution from skeleton to mesh, including joint-
joint, joint-vertex and vertex-vertex relations, which often
leads to implausible results. To address this issue, we propose
a novel solution, called GATOR, that contains an encoder of
Graph-Aware Transformer (GAT) and a decoder with Motion-
Disentangled Regression (MDR) to explore these multiple re-
lations. Specifically, GAT combines a GCN and a graph-aware
self-attention in parallel to capture physical and hidden joint-
joint relations. Furthermore, MDR models joint-vertex and
vertex-vertex interactions to explore joint and vertex relations.
Based on the clustering characteristics of vertex offset fields,
MDR regresses the vertices by composing the predicted base
motions. Extensive experiments show that GATOR achieves
state-of-the-art performance on two challenging benchmarks.
Code is available at https://github.com/kasvii/GATOR.

Index Terms— 3D Human Mesh Recovery, Transformer,
Graph Convolutional Network, Motion Disentangling

1. INTRODUCTION

3D human mesh recovery from the 2D observation is an essen-
tial task for many 3D applications [1]. However, image-based
methods suffer from the domain gap in image appearance be-
tween well-controlled datasets and in-the-wild scenes, while
pose-based methods naturally relieve this problem with the
skeleton inputs [2, 3, 4, 5]. But existing pose-based meth-
ods neglect the multiple relations during the evolution from
skeleton to mesh, including joint-joint, joint-vertex, and vertex-
vertex relations, that are prone to produce implausible results.

Existing pose-based methods follow an encoder-decoder
manner [1]. In encoders, Graph Convolution Networks (GCNs)
and Transformers have become the mainstream [6, 7, 8]. Ben-
efiting from the graph structure of human skeleton, GCNs
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Fig. 1: The offset field (template→ target) can be clustered to
several base motions drawn in the corresponding colors.

naturally capture the physical relations between neighboring
joints [9, 10]. But it is difficult to capture non-local relations.
In contrast, Transformers can explore global information by
the attention mechanism while weakening the graph topology
and local relations. Recently, several methods combine GCNs
and Transformers to complement each other [4, 11]. But the
neglect of graph structures in Transformers and the adopted
cascaded architecture may limit the effectiveness.

For decoders, some methods regress vertex coordinates [11,
12, 13], and some recent works predict the offset fields then add
to the template mesh [4, 14, 15]. They regress 3D coordinates
directly from high-dimension features, which is data-driven
ignoring the physical plausibility. As shown in Fig. 1, the off-
set field from template mesh to target mesh can be clustered to
several base motions due to the motion similarity in the same
body part. This inspires us to generate the vertex motions by
predicting the base motions and using them to constitute each
vertex offset. Compared to directly regressing the vertex off-
sets, predicting and aggregating the base motions shall release
the network training burden and provide more accurate results.

Based on the above observations, we present a novel net-
work, termed GATOR, including an encoder of Graph-Aware
Transformer (GAT) and a decoder with Motion-Disentangled
Regression (MDR), which recovers 3D human mesh from a
2D human pose. (1) In GAT, we design a two-branch mod-
ule that contains a GCN branch and a Graph-Aware Self-
Attention (GA-SA) branch to explore physical and hidden
joint relations, where GA-SA takes two important skeleton
encodings to enhance graph awareness. (2) Moreover, MDR
models joint-vertex and vertex-vertex interactions and gener-
ates the vertex offsets by composing the predicted base mo-
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Fig. 2: Architecture of GATOR. Given an input 2D pose, the Graph-Aware Transformer (GAT) encoder learns local-global joint
features by the parallel GCN and Graph-Aware Self-Attention (GA-SA), where GA-SA adds two encodings for skeleton graph
awareness. The Motion-Disentangled Regression (MDR) decoder then generates the vertex offsets by composing base motions.

tions. (3) Experimental results show that GATOR outperforms
previous state-of-the-art methods on two benchmark datasets.

2. METHOD
Fig. 2 illustrates the architecture of GATOR, including GAT
and MDR. Given 2D human joints estimated by an off-the-
shelf 2D pose detector, GAT first extracts physical and hidden
joint features and then generates a 3D pose. MDR learns vertex
features through joint-vertex and vertex-vertex interactions,
then predicts base motions to constitute the vertex offsets
which are added to the template mesh as the final mesh.

2.1. Graph-Aware Transformer Encoder
The joint relations include physical skeleton topology and
action-specific information (e.g., the relation between hands
and feet is strong during running but weak when sitting), which
is difficult to capture by a static graph [6]. Therefore, we pro-
pose a two-branch module named Static and Dynamic Graph
Attention (SDGA). One branch is GA-SA which takes two
important skeleton structures to improve graph awareness for
global and dynamic feature learning. The other is the GCN
branch to enhance the physical topology along a static graph.
Graph-Aware Self-Attention. Inspired by graph representa-
tion tasks [16], wherein the injected priors in the attention
mechanism can adaptively change the attention distribution,
we design GA-SA by introducing two crucial skeleton priors.

One is the multi-hop connectivity between joints, repre-
sented by a N×N matrix D, where N is the number of joints
and Dij=φ(i, j) denotes the hop distance between joint i and
joint j. A learnable embedding table Ts∈Rmax(D)×H is used
to project each hop number in D to a vector of size H , the
head number, and thus embeds the matrix D to a learnable
tensor named Hop Encoding (HE) ∈RN×N×H :

HEij = Ts[Dij ], (1)

where [·] represents the indexing operation.
The other is the path information between joints, which re-

flects the bone length and the body proportion [1]. The Path En-
coding (PE) mechanism is built upon a distance graph {J,E},
where J denotes the joints, and E denotes the spatial distances
between adjacent joints. The vector pij={e1ij , e2ij , . . . , e

Dij

ij }
is defined as the path from joint i to joint j. A linear embed-
ding layer f(·) is used to project each path pij to a learnable
tensor: f(pij)∈RDij×H . The path encoding of joint pair (i, j)
is defined as an average of the dot-products of the edge em-
beddings and the learnable weights in the path:

PEij =
1

Dij

Dij∑
k=1

W k
ijf(ekij), (2)

where Wij∈RDij denotes the learnable weights for pij .
By adding up the hop and path encodings to the attention

matrix A, the improved attention matrix A′ can be written as:

A′ij = Aij +HEij + PEij , (3)

Aij = (XiW
s
Q)(XjW

s
K)T /

√
d, (4)

where d is the feature dimension, Xi, Xj∈Rd are the input fea-
tures, and W s

Q,W
s
K∈Rd×d are the learnable weight matrices

that project the input to different representations.
Static and Dynamic Graph Learning. GA-SA is updated by
input features in both training and inference processes. When
the input pose varies, the attention maps also change to cap-
ture the dynamic action-specific relations. However, GA-SA
weakens the physical and local interaction. A GCN branch is
further introduced following MGCN [9], whose parameters are
updated during training and fixed during inference to capture
the physical topology. The joint feature Xin∈RN×d enters
each branch and is transformed by the attention maps and the
adjacent matrices. By adding up the two features, the output
contains the information from both static and dynamic graphs.
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Fig. 3: Qualitative results on COCO. From left to right: input image, GraphCMR [12], I2L-MeshNet [17], GTRS [4], and ours.

2.2. Motion-Disentangled Regression Decoder
We design MDR including a Linear Blend Featuring (LBF)
module to learn vertex features through joint-vertex and vertex-
vertex interactions, and a Motion-Disentangled Regression
Head (MDR Head) to predict base motions and use them to
constitute vertex offsets. To avoid redundancies and make
training more effcient [11, 13], MDR processes a coarse mesh
with 431 vertices, then samples the vertex offsets up to 6K and
adds to the original template mesh as the final result.
Linear Blend Featuring. Previous pose-based methods [2, 3,
4] ignore the inherent joint-vertex relations in the transition
from skeleton to mesh. In the algorithm of Linear Blend Skin-
ning (LBS), each vertex is driven by joints and its coordinate
can be represented as a weighted sum of all joints [18, 19].

Inspired by LBS, a cross-attention module is designed to
perform joint-vertex interaction, which can be expressed as:

Xv
cro = softmax(QvK

T
j /
√
d)Vj , (5)

Qv = Xv
inW

c
Q, Kj = Xj

inW
c
K , Vj = Xj

inW
c
V , (6)

where d is the feature dimension. Xv
in∈RV×d andXj

in∈RN×d

denote the input features of vertices and joints, V and
N denote the numbers of vertices and joints, respectively.
W c

Q,W
c
K ,W

c
V ∈Rd×d are the learnable weight matrices. Thus,

each vertex feature is a weighted sum of the joint features. The
input joint feature Xj

in is the concatenation of 2D and 3D joint
coordinates and the output joint feature from GAT. Besides,
the input feature of a vertex Xv

in is the concatenation of the
vertex coordinate from the coarse template mesh and its near-
est 3D joint coordinate. After the joint-vertex interaction, we
introduce a self-attention module for vertex-vertex interaction.
Motion-Disentangled Regression Head. Traditional mesh
regression heads project the high-dimension features to the
vertex coordinates by a linear layer while ignoring the phys-
ical plausibility. Motivated by the observation in Sec. 1, we
propose a novel regression head based on the motion simi-
larity in the same body part. Specifically, we predict several
base motions to constitute the vertex offsets of coarse mesh
(431 vertices) and add them to the original template mesh (6K

vertices) after the upsampling operation. The coarse vertex
offsets ∆M ′∈RV×3 consist of the weighted sum of base mo-
tions determining the general orientation and translation, and
the learnable biases for refinement, which is expressed as:

∆M ′ = α× softmax(MA)MB +MC , (7)

where MA∈RV×m is the motion weight matrix, MB∈Rm×3

denotes m base motions, MC∈RV×3 denotes motion biases,
and α∈RV denotes scaling factors. They are all learned from
the network. The coarse vertex offset ∆M ′ is upsampled to the
original resolution with 6K vertices through a linear projection
and added to the template mesh to get the final mesh result.

2.3. Loss Functions
GAT is first pretrained using the 3D joint loss to supervise the
intermediate 3D pose. Then following [2, 4], the whole model
is supervised by four losses: mesh vertex loss LM , 3D joint
loss LJ (joints from the final mesh), surface normal loss LN ,
and surface edge loss LE . The total loss is calculated as:

L = λMLM + λJLJ + λNLN + λELE , (8)

where λM=1, λJ=1, λN=0.1, λE=20 in our experiments.

3. EXPERIMENTS

Datasets. Human3.6M [31], 3DPW [32], COCO [33], and
MuCo-3DHP [34] are used following previous works [2, 3, 4].
Evaluation Metrics. Three metrics are used to report the
experimental results: Mean Per Joint Position Error (MPJPE),
Procrustes-Aligned MPJPE (PA-MPJPE) that denotes MPJPE
after rigid alinement, and Mean Per Vertex Error (MPVE).
Implementation Details. We first pretrain GAT and then
train the whole GATOR in an end-to-end manner. The GAT is
stacked by L1=6 layers with the feature dimension d1=128.
In MDR, the LBF is stacked by L2=3 layers with the feature
dimension d2=64. GAT is pretrained by Adam optimizer
for 30 epochs with a batch size of 256 and a learning rate
of 8×10−4, while the whole GATOR is trained with a batch
size of 64 and a learning rate of 1×10−4 for 30 epochs. All
experiments are conducted on one NVIDIA RTX 3090 GPU.



Table 1: Comparison with state-of-the-art methods on Hu-
man3.6M and 3DPW datasets. § denotes the input is from 2D
pose detectors [20, 21]. * denotes the input is ground truth 2D
pose. None of these methods uses 3DPW for training.

Method Human3.6M 3DPW
MPJPE ↓ PA-MPJPE ↓ MPJPE ↓ PA-MPJPE ↓ MPVE ↓

im
ag

e

HMR [22] 88.0 56.8 − 81.3 130.0
GraphCMR [12] − 50.1 − 70.2 −
SPIN [23] 62.5 41.1 96.9 59.2 116.4
PyMAF [24] 57.7 40.5 92.8 58.9 110.1
I2LMeshNet [17] 55.7 41.1 93.2 57.7 −
ProHMR [25] − 41.2 − 59.8 −
OCHMR [26] − − 89.7 58.3 107.1

vi
de

o

VIBE [27] 65.6 41.4 93.5 56.5 113.4
TCMR [28] 62.3 41.1 95.0 55.8 111.5
AdvLearning [29] − − 92.6 55.2 111.9
MPS-Net [30] − − 91.6 54.0 109.6

2D
po

se

Pose2Mesh§ [2] 64.9 46.3 88.9 58.3 106.3
PQ-GCN§ [3] 64.6 47.9 89.2 58.3 106.4
GTRS§ [4] 64.3 45.4 88.5 58.9 106.2
GATOR§ (Ours) 64.0 44.7 87.5 56.8 104.5
Pose2Mesh* [2] 51.3 35.9 65.1 34.6 −
GTRS* [4] 50.6 34.4 53.8 34.5 61.6
GATOR* (Ours) 48.8 31.2 50.8 30.5 59.6

3.1. Comparison with State-of-the-Art Methods
Table 1 compares GATOR with previous image/video/pose-
based methods on Human3.6M and 3DPW datasets. For
a fair comparison, we follow the same setting as previous
works [4, 2, 22, 23]. For Human3.6M, GATOR is trained on
the Human3.6M training set and measured PA-MPJPE on the
frontal camera set. For 3DPW, GATOR is trained on multi-
datasets including Human3.6M, COCO, and MuCo-3DHP, and
evaluated on the 3DPW testing set to examine cross-dataset
generalization ability. When using detected 2D poses [20, 21]
as input, our method outperforms previous pose-based meth-
ods and achieves comparable results with image/video-based
methods. Especially on 3DPW, although the input poses are
not particularly accurate and without any image or temporal
information, GATOR outperforms existing methods on the
metrics of MPJPE and MPVE. When using GT 2D poses as
inputs, the performance boosts by a large margin (improves
9.3% from 34.4 mm to 31.2 mm on Human3.6M, 11.6% from
34.5 mm to 30.5 mm on 3DPW in the metric of PA-MPJPE).
It indicates that with a more accurate 2D pose detector, our
method can further improve the performance.

3.2. Ablation Study
Effectiveness of GA-SA and GCN. Table 2 examines the
components of GAT on the intermediate 3D pose and the
final mesh. The proposed GAT improves both pose and mesh
performance, and a more accurate 3D pose is beneficial to
higher mesh accuracy. Individual HE, PE or GCN brings
similar improvements but combining them together boosts the
performance by a clear margin (improve 2.3 mm in MPJPE and
3.2 mm in MPVE of 3D mesh). The improvements indicate
that the hidden action-specific information explored by GA-
SA and the physical skeleton topology extracted by GCN
effectively complement each other to achieve better results.

Table 2: Comparison of GAT
components on 3DPW.

HE PE GCN 3D Pose 3D Mesh
MPJPE ↓ MPJPE ↓ MPVE ↓

87.1 89.8 107.7
3 86.5 88.6 105.5

3 86.4 88.7 106.0
3 86.6 88.7 105.6

3 3 86.0 88.0 105.3
3 3 85.9 88.3 105.3

3 3 85.2 88.0 105.1
3 3 3 84.3 87.5 104.5

Table 3: Comparison of dif-
ferent regressors on 3DPW.

Regressor 3D Mesh
PA-MPJPE↓ MPVE ↓

Linear 63.2 119.9
Linear + LBF 58.8 107.7
MDR20 w/o LBF 58.2 107.2
MDR5 56.8 104.8
MDR10 57.4 105.5
MDR20 56.8 104.5
MDR30 57.4 105.2
MDR40 57.5 105.5

Input OursPose2Mesh

Fig. 4: Qualitative comparison of mesh details between
Pose2Mesh [2] and our proposed GATOR.

Effectiveness of MDR. Table 3 evaluates the impact of MDR
by removing LBF, replacing MDR Head with a general linear
layer, and setting different base motion numbers. The top two
lines show that the joint and vertex interactions in LBF are
effective for relations exploring and significantly improve the
results. When considering MDR Heads, the performance is
further improved, where MDR Head with 20 base motions
achieves the optimal results. More or fewer base motions may
bring inappropriate clustering, which drops the performance.

3.3. Qualitative Results
Fig. 3 shows qualitative results compared to GraphCMR [12],
I2L-MeshNet [17], and GTRS [4] on the COCO dataset. The
first two are image-based methods that are often impacted by
the background, while the latter two pose-based methods are
more robust, whereas GATOR produces more plausible results.
Fig. 4 compares mesh details between Pose2Mesh [2] and
GATOR. Pose2Mesh is prone to generate artifacts due to the
sub-optimal prediction of vertex positions, while our method
can provide more accurate vertices for fine-grained meshes.

4. CONCLUSION

In this paper, we present GATOR, a novel network for 3D
human mesh recovery from a 2D pose. To explore multiple
joint and vertex relations in the evolution from skeleton to
mesh, GAT is designed to explore joint relations by combin-
ing a GCN branch and a GA-SA branch in parallel for static
and dynamic graph learning, where GA-SA takes two im-
portant skeleton encodings to enhance the graph awareness.
Besides, MDR is proposed to model joint-vertex and vertex-
vertex interactions and generate the vertex coordinates in a
motion-disentangled regression, which provides more accurate
results. Extensive experiments show that our method achieves
state-of-the-art performance on two challenging benchmarks.
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